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ABSTRACT

The formulation and solution of the multi-year District Rehabilitation
And Maintenance problem is presented. The problem is formulated as a
0-1 dinteger nonlinear programming problem (INLP) and the solution
methodology uses the concepts of relaxation, decomposition, and network
formulation to convert the 0-1 INLP problem into 0-1 integer linear
programming problems (ILP).

A highway maintenance problem is formulated using real data from
District 17 and is soTlved by the computer program based on the proposed
solution methodology. The sample problem had 15 highway segements, 6
distress types, 9 rehabilitation and maintenance strategies and a 10 year
planning period. The INLP had 1350 0-1 variables and the problem was
solved in approximately 35 seconds of CPU time on the AMDAHL 470V/6
computer at the Texas A&M University Campus.

It was concluded that the proposed mathematical model and the algorithm
is a good tool for solving the time optimization problems involved in the

rehabilitation and maintenance of highway segments at the District Tevel.



SUMMARY

This report describes in detail the District Time Optimization Model
of the Rehabilitation And Maintenance System family of computer programs.
The model, the solution methodology and the computer programs were developed
by the Texas Transportation Institute to assist the District offices in
determining the funds required for every year of a finite (5, 10, or 15
years) planning horizon to maintain the segments of the District road
network at a specified pavement quality. This in turn will help the
state to assess the needs and requirements in planning the rehabilitation
and maintenance of highways in the state in future years.

The report contains a description of the mathematical model and
the solution methodology developed to optimize the highway maintenance
problem. A problem formulated using a few segments from District 17 is
solved and presented. The complete details of the problem such as highway
segment data, pavement quality requirements and resource availabilities
are also described.

A user's manual of the program is provided: it contains the
description of subroutines and input data (Appendix B). A listing of the
input data and output (solution) of the example problem are presented

{Appendix C). The 1isting of the program is given in Appendix D.
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IMPLEMENTATION STATEMENT

RAMS-DTO-1 is a computer program which has been developed by the
Texas Transportation Institute for use by the Highway District offices in
the State of Texas to optimally schedule current maintenance of segments
of a highway network within the constraints imposed by the resource
availability in a finite plannina period and to determine the funds
required for every year of a finite planning horizon to maintain the
highway segments at a specified quality level. This report gives a detailed
description of the mathematical model and the solution methodology. This
report is intended as a working document which can be used by implementation
workshops to train Texas State Department of Highways and Public Trans-

portation personnel in the use of RAMS-DTO-1 program.

DISCLAIMER

The contents of this report reflect the views of the authors who are
responsible for the facts and the accuracy of the data presented herein.
The contents do not necessarily reflect the official views or policies of
the Federal Highway Administration. This report does not constitute a

standard, specification or regulation.
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CHAPTER 1
INTRODUCTION

Until recently, even though millions of dollars are spent each year
on highway pavement rehabilitation and maintenance, a negligible amount of
research effort has been directed towards developing systematic cost
effective procedures for both selecting and scheduling highway rehabili-
tation and maintenance. Most of the applications of systems analysis
operations research have been in the areas of expansion of the existing
highway network or construction of new ones. This is due in part to
the significant amount of capital required for highway network expansion
as compared to highway network maintenance. However, this trend is
reversing as the present highways become older and traffic intensity (1oad
and frequency) increases (2). A corresponding shift in fund allocation is
due to the increasingly high costs of new highway construction, and the
rising costs of rehabilitation and maintenance of the present network.
Decisions concerning fund allocation are made more difficult by the fact
the funds that are available are rarely sufficient to accomplish all of
the work that needs to be done to satisfy the transportation needs of the
public.

Few systematic procedures have been developed for generating highway
rehabilitation and maintenance schedules and, at present, these schedules are
being determined by highway engineers using intuitive rules and formulas
for fund allocation. One of the first analytical procedures for generating
highway maintenance schedules was recently developed by Ahmed, et al. (2)
using a methematical programming model developed by Lu and Lytton (8),

the solution technique for which was later described by Phillips and



Lytton (13). It is a single period model and does not consider the effects
of future resource supplies on the present maintenance schedule. This
single period model (2) will be expanded to a multiperiod model in this
report and a procedure for solving the model will be developed.
Mathematical modelling normally consists of three phases: (1) data
collection and analysis, (2) mathematical model development, and (3) the
development of a solution procedure. The first phase of data collection,
analysis, and problem identification has already been completed by the
research staff of the Texas Transportation Institute (2). Hence, this
report concentrates on the other two areas. The proposed model is a 0-1
integer nonlinear program with thousands of variables and constraints.
This is a problem which cannot be solved using existing solution procedures,
hence heuristic techniques in conjunction with other state of art concepts

will be used to derive an efficient computétionaT algorithm,

1.1. Problem Definition

The Texas State Department of Highways and Public Transportation (SDHPT)
maintains a network of highway pavements within the state of Texas. The
Texas highway network is divided into a number of regions called districts
for the purpose of highway construction, maintenance and rehabilitation.

Each District is allocated a certain fraction (undetermined) of the yearly
state budget depending on its needs. Each district contains a number of

highways that are further divided into sections, called highway segments,

such that ideally a highway segment has uniform design. environmental
conditions and traffic intensity. The District maintains highways by
segments rather than by entire portions of the highway within a district.

A District highway rehabiliation and maintenance system is defined as a



systematic procedure which can analyze highway condition data to gener-
ate a 'good' maintenance schedule within the constraints of available re-
sources.

There is a set of about fifteen alternatives, called maintenance
strategies, that can be used to maintain or rehabilitate a highway segment.
Not all of the maintenance strategies may be feasible for a particular
highway segment at any given time for that depends on the highway pavement
type and its condition. A highway can deteriorate in about 10-15 different

ways, called distress types. A point scale is used to quantify the wear

in a highway segment, and under this point system a highway segment in

ideal condition is given "RMAXi' rating points for each distress type 'i
A highway segment's condition is determined by deducting points from
'RMAXi' for each distress type 'i'; depending on its condition. Note that not
all distress types may be considered important for a particular highway
segment, and hence may not be used to determine the highway segment's con-
dition. When a maintenance strategy is applied to a highway segment, points
are added to the highway segment's condition and the improvement is a func-
tion of highway pavement type and the corrective alternative used. A few of
the distress types are: (1) alligator cracking, (2) transverse cracking,

(3) rutting, (4) longitudinal cracking, (5) failures per unit length, and

(6) low serviceability index. A highway segment's probability of surviving
beyond a certain number of years is a function of maintenance strategies
through time and the pavement condition when the strategies are implemented.
A highway segment may deteriorate at different rates for each distress

type. A set of survival curves for each has been obtained from an analysis

of highway maintenance data (1). The probability of a highway segment

deteriorating below a predefined minimum level at some predictable



time in the future can be obtained from these curves. A typical set of
survival curves for a particular highway segment is shown in Figure 1.
The total problem can be loosely stated as follows: develop a
procedure that can be used by district maintenance supervisors to
optimally schedule current rehabilitation and maintenance of highway
segments, within the constraints imposed by resource availability and

by specified minimum highway segment condition rating requirements

over the planning period.



Probability of Survival

Time Period

Figure 1 - A Typical Set of Survival Curves for a
Particular Highway Segment






CHAPTER 2
DEVELOPMENT OF THE MATHEMATICAL MODEL

In operations research, two types of strategies are normally used for
optimal resource allocation: (1) maximize a given criterion or goal
within the constraints imposed by 1limited resources, and (2) minimize the
use of resources to achieve a certain goal or criterion. A majntenance
strategy model based upon the former strategy is developed and solved in
this report. The amount of resources available to a District are assumed
to be fixed, thus the former strategy was considered more appropriate. The
number of years to be considered in future planning is called the planning
horizon and could vary anywhere from 5 to 15 years, Although the problem
statement only requires the current rehabilitation and maintenance schedule,
it is necessary to consider the effects of available resources over the
entire planning period, and maintenance schedules for every year in the
planning period must be generated. Thus, the problem statement can be
interpreted and restated as follows: generate a sequence of interrelated
maintenance strategies over a fixed planning horizon for each highway
segment so as to maximize the overall highway pavement quality level with-
in the constraints imposed by resources and the required highway conditions.
This sequence of interrelated maintenance strategies for a highway segment

will be called a maintenance policy.

A guantitative measure of the highway pavement quality can be used
as the objective criterion. The highway pavement survival probability
curves and the highway pavement point system defined by distress types
are used to measure pavement quality levels. A highway is assumed to

deteriorate at the same rate as the survival probability curve, and the



quantitative measure of ideal highway condition is equal to the maximum
rating points available by distress types. This set of highway quality

ieve1 curves will be called the pavement deterioration curves. A set of
pavement deterioration curves for a particular highway segment is illustrated
in Figure 2. The objective function value for a rehabilitation or main-
tenance policy abp11ed to a particular highway segment is determined

from the highway pavement quality curves in the following manner. Sup-

pose a maintenance policy for a typical highway segment is as shown in

Table I. (Note: Strategy number 1 is a 'do nothing' policy alternative).

TABLE I

A Maintenance Policy for A Typical Highway Segment

Time Period 1T 2 3 4 5 6 7 8 9 10

Maintenance ,
Strategy Used o1 kT T e 1 1

The corresponding highway pavement quality level curve for this main-
tenance policy for distress type 'j' is shown in Fiqure 3. The objective
function value, called policy benefit for a given policy set, is the sum
of areas under the corresponding highway quality level curve for each
distress type. The objective function coefficient for a strategy 'j'

in time period '1' (See Figure 3) is the sum of the areas between the
"RMIN" Tevel and the highway pavement quality level in period '1', for
each distress type. The total benefit of a maintenance policy for a
segment is the sum of maintenance effectiveness obtained by implementing
the various strategies at the appropriate time in the planning period,

for all distress types. For example, the benefit (maintenance

7



RMAX

Highway Rating Points for a
Distress Type

Time Period

Figure 2 - Typical Set of Pavement Deterioration Curves
for a Particular Highway Segment



Highway Rating Points

Highway Quality Curve

RMAX

RTOL

A

RMIN

Initial
Highway
Quality

Time Period

A, = Improvement obtained by implementing maintenance
strategy 'j'.

A, = Improvement obtained by implementing maintenance
strategy 'k'.

A, = Improvement obtained by implementing maintenance
strategy '2'.

Figure 3 - A Particular Highway Segment's Quality
Curve for a Distress Type



effectiveness) obtained by jmplementing strategy 'j' during time period ]
is equal to the shaded area (A1) in Figure 3. According to the policy,
strategy 'k' is implemented at the end of period 2, and strategy '1'

is implemented at the end of period 7. The corresponding effectiveness
for a particular distress type are represented by areas A2 and A3. Hence,
the maintenance effectiveness of the policy shown in Table I is the sum
of A1, A2 and A3 for a particular distress type.

There are two types of constraints imposed on this problem: (1)
resource constraints, and (2) minimum highway quality level constraints
and highway feasibility constraints. The resource constraints consist
of budget, manpower, material and equipment restrictions. Quality Tevel
constraints consist of minimum highway quality requirements in each time
period for each distress type and additional restrictions required to
determine the feasible strategies in each time period. A strategy is not
considered feasible if the improvement obtained by implementation of
the strategy is not sufficient to meet the minimum highway pavement con-
dition requirements. If in any time period a highway segment's condition
is better than a predefined tolerance level (RTOL), then the highway
segment is not to be considered for maintenance in that time period. This
effectively forces all the strateqgies except the 'do nothing' strategy
to be infeasible.

The mathematical model that can be used to generate a multiperiod
resource-effective highway rehabjlitation schedule for a District highway

system can be stated as follows:

10



Problem A

: NS T
Mox Z= Tk B Gare e Xi,s,t-17%i30) - X500 (1)
subject to
: (
o Xisp =1, fori =1, 2, » N 2)
i=1 1Jt
t=1,2, «..s T
N oS
D R, . iy , fi =1, 2, vuns
. J_; CRisp ~ Xit = Gy ort =1 T (3)
A 1, 2 T (4)
m"‘“, 2, ,M
N S ‘
I I ERysee t Xisp < AEge fort=1,2, ..., T (5)
i=1 =1 " J 3
e_-lQ E) sE
N S
IR RMiaot Xisp < M fort=1,2, ..., T (6)
i=1 j=1 J -
0“1, ’ a-’O
PQiyq > RMINg, fort=1,2, ..., T (7)
i=1,2, ..., N
2 =1, 2, ..., D
Plity > Rr0L,, for allz=1, 2, ...,D
; fi 2 'N (8)
. Xi., =0, or 1 = 1, 25 vues
j=2 1Jt
S »
PQijp = POy 47, * '21 Xij¢ - RIMPjR,for i=1, 2, s N (9)
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1, fori=1,2, ..., N (10)
t=1,2, ..., T
i=1,2,...,5

is a 0-1 decision variable and represents alternative
'j' for highway segment 'i' during time period 't';
benefit coefficient for variable xijt and is a function
of the decisions in the prior period;

number of highway segments;

number of maintenance strategies;

length of planning horizon;

number of distress types;

types of manpower resources:

types of equipments;

types of materials used;

the district budget for time period 't';

the capital required to implement alternative 'j' on
highway segment 'i' during time period 't';

manpower of type 'm' available during time period 't’,
in man-days;

manpower required to implement alternative 'j' high-
way segment 'i' during time period 't‘, in man-days
equipment type 'e' available during time period 't',
in man-days;

equipment type 'e' required to implement alternative
'J' on highway segment 'i' during time period 't',

in man-days;

12



MA = material type 'o' available in time period 't';

to
MRijto = the amount of material type 'o' required to implement
alternative 'j' on highway segment 'i' during time
period 't';
PQity = pavement quality level of highway segment 'i' during

time period 't' for distress type '2';

RMINtz = minimum pavement quality Tevel acceptable for distress

type '%' during time period 't';
RTOL _ . . .
te = tolerable quality Tevel such that if the pavement quality

level is above this level in any time period 't', then
the highway segment is not considered for maintenance in
that particular time period.

This formulation of the highway maintenance problem results in a
binary nonlinear integer program (0-1 INLP). AThe nonlinearity in the
problem is in the objective function as well as in the constraints. The
benefit function is calculated as the area under pavement quality level
curves during any single time period. It is a function of the initial con-
dition and the rehabilitation and maintenance strategies selected in the
preceding time periods. The constraints can be classified into two types:
1) the resource constraints (constraint sets (3), (4), (5), and (6)), and
2) strategy feasibility constraints (constraints (2), (7), (8), and (9)).
The resource constraints consist of four types of resources: budget, man-
power, equipment and material. The strategy feasibility constraints are
used to determine the feasible strategies for a highway segment during any
single time period. Constraints (2) force the problem to choose one and

only one strategy for each highway segment in any time period. (Note:

13



Strategy '1' is a 'do nothing' strategy). Constraint (7) is used to
eliminate any alternative that does not meet the minimum highway pavement
quality level requirements for a highway segment in some time period 't'.
Constraint (8) ensures that a highway segment is not considered for main-
tenance if its condition’is better than a predefined tolerance level

'RTOL Q’, during a given time period 't'.

t
As previously stated, this mathematical formulation of the highway

maintenance problem is a 0-1 INLP problem. In general, a nonlinear program-

ming problem is much more difficult to solve than a Tinear programming

prob]eﬁ and the integer nature of the variable compounds the difficulty.

This INLP formulation of the highway maintenance scheduling problem has

(N) X(S) X(T) variables. Normally a district has about 150-200 highway segments,

10-15 maintenance strategies, and a planning period around 10 years. This

means that the number of binary variables in the problem is around 30,000

and the number of constraints in the neighborhood of 10,000. This INLP

problem is not only nonlinear, but the number of variables is extremely

large for this class of problems. Hence, a solution procedure for a 0-1

INLP problem of this type is a siqgnificant contribution to mathematical

programming.

14






CHAPTER 3
OPTIMIZATION OF THE MULTIPERIOD
HIGHWAY MAINTENANCE PROBLEM
In this chapter, an algorithm is developed to solve the multiperiod
highway maintenance problem is described. The solution procedure is based
upon relaxation, decomposition, network formulation, and heuristic techniques.
Problem B is the general form (Integer Nonlinear Programming Problem) of

Problem A which was presented in the previous chapter. Problem B is as follows:

Problem B:
N S T ( ) (
Max Z = z I R S O RS S - X.s 11)
i=1 j=1 t=1 igtthil ijt ijt
subject to
S
j21 xijt =1, ‘ for i =1,2, ..., N (12)
t=1:2, !T
N S
1&] ji] Aijtm . xijt-i by form=1,2, ..., M (13)

Cipt (X712 Xjst) < Dypt for i =1,2, ..., N (1)

Xisp =0, 1 fori=1,2, ..., N (15)

15



A relaxed subproblem (C.i) is obtained by relaxing constraints (13)

and decomposing the problem as follows:

Problem C.1

S T
Max j§1 é] BiitXinpee 0%y s, e-17%58) * Kijt (16)
subject to
S
z Xijt =1, fort=1,2, .... T (17.t)
J-1

forp=1,2, ..., P (18)

Hi
"
-
[
-
-
w

X... =0, 1, for j (19)

The algorithmic procedure consists of four main steps: (1) construc-
tion of a network model for each of the subproblems (€), (2) solution of
the network models of (C.i), (3) synthesis of solutions to the network
models, and (4) improvement of the solution obtained in the previous step

using a greedy heuristic.

3.1: Construction of a Metwork Model for Problem (C)

A network mode] is constructed in a stagewise fashion, where each
stage corresponds to a value of 't', and there are a total of T+1 stages.
Variables considered for network generation at each stage 't' consist of the
variables in corresponding GUB (Generalized Upper Bound) constraint sets
(17.t). For example, at stage t, the variables Xiqes Xiops =-2Xiqy are
considered. Node 1 is a source node and is assumed to represent stage '1'.

16



A feasible set of variables in GUB set (17.1) is determined from constraints

, contained

(18) with t=1, and arcs are added for each feasible strategy xij]
in constraints (17.1), from the source node to nodes 2, 3, ..., L, where
'L-1' is the number of feasible strategies in state '1'. This set of nodes

is considered to represent stage '2'. A feasible set of strategies is again
determined at each of the nodes 2, 3, ...,L, and more arcs and ﬁodes are
generated for each of these nodes into stage 3. This process is continued
until stage 'T' is reached. Arcs emanating from each node in stage 'T' are
converged to a single node 'e.' which is defined to be fhe sink node. The

1

arc lengths are calculated from the function 'Bijt(...)' for the corre-
sponding values of 'j' and 't'. This calculation is possible because

each B...(...) is a function only of the strategies employed at previous

ijt
stages on a path from node '1' to a particular node.

It is observed that even if there were only four or five strategies
feasible at each stage, the number of nodes and arcs rapidly increase
beyond computational Timitations. The number of arcs and nodes can be
reduced by the following method. Suppose at some node 'n' at stage 't'
strategy 'j' is feasible and an arc is emanated from node 'n' to some other
node 'q' > 'n'. Node 'q' is at a stage 't+1' by the previously defined
procedure, but only if strategy '1' were feasible for node 'g'. 'If this is
true, then the corresponding benefit coefficient 181,1,t+]("')' would be
added to the length of the arc from node 'n' to node 'q', and at this point
node"q‘ is moved into stage 't+2'. This process is repeated until node 'q’
reaches a stage E such that a strategy other than just strategy '1' is
feasible or node 'q' reaches state (T+1). The procedure described above
is always applicable if there are constraints similar to constraints (8)
in the problem.

The Tength of the longest path from source node '1' in stage '1' to

17



node 'ei' in stage 'T+1' is the optimal solution to (C.i), and the corres-
ponding solution variables can be obtained from the arcs and nodes on this

path. Similar networks are generated for each subproblem (C.1i).

3.2: Solution of the Network Models

The longest path network problems are solved by using a K-shortest
path iterative procedure by Shier (16). Since this procedure solves a
shortest path problem, the network arc lengths have to be modified by
multiplying them by minus one. This modification is possible because
there are no circuits in the network. The K-shortest path algorithm deter-
mines the K-shortest paths from a given node S to all the other nodes
in a network. If A is the arc length matrix for a network G (see Appendix
A, section 3), then the K-shortest paths from S to all other nodes are

determined in the S-th row of A*. Let the S-th row of A* be denoted by

* * *k)

* o 1 2
where (aSj ) (aSj s gy Cr cees gy

asj*1 is the shortest path length from node S to node j, asj*2 is the

next best path, and so on.

Shier uses double sweep method which consists of two phases called the
backward and forward passes. The arc length matrix A is split into two

strictly upper and lower triangular matrices, U and L respectively, such

that

A=UG®L.

18



Let XO be a row vector containing initial estimates of K-shortest path

lengths from node S to all the other nodes. i.e:

0 = 0 0 0
X* = Xy Xgps ""XSn]

The double sweep method is defined by a pair of recursive relationships.

X2r—1 _ 1?r=1 DL O _EZr-Z (Backward pass)

er = er ®uo 12r-1 (Forward pass)

Where r > 0 is the iteration number. The solution converges to optimum

when the vector X remains unchanged after two successive application of

the passes.

In the network formulation of Problem C, the nodes are numbered such
that all arcs lead from a smaller numbered node to a larger numbered

node. The elements of L, will be a K-tuple.

!:(m’ @, ___,oo)

| =
[
| ==

|z
|z
|-

VYo

- L

In such a case, the double sweep method will converge in 2 iterations.
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r=1: Backward Pass

¥=xX@x®L = XOy -

Forward Pass

£ =X orXeou-xoxry
r=2: Backward Pass.

13=X2®13®L - 1(_2.

The algorithm converges.

3.3: Synthesis of Solutions to the Network Models

The solutions obtained from network models for the subproblems C.i's are

synthesized to generate a good feasible solution.

for synthesis and is stated as follows:

Problem D
N K
Max Z = ¢ b Gso = Y..
i=1 g=1 W N
subject to
K
T Y., =1 fori=1,2, ...
=1 "

20

A 0-1 ILP model is used
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ggAtm(gij)'Yijibtm’ for t =1, 2, oo, T (22)

L m=T,2, .cos M,

Yij =0, 1, fori=1,2, ..., N (23)

ji=1,2, s K
where

Gij = is the j-th best solution to (C.1i),

Y5 = is a T-component vector and contains the strategy number
used at each stage for the j-th best solution to (C.i),

K = number of best solutions to (C.i),

N = number of subproblems,

T = number of stages

M = number of resources at each stage,

Yij = ijs a 0-1 decision variable representing the j-th solution
to subproblem i,

Atm(gjj) = amount of resource m consumed in the j-th best solution

to subproblem i at stage t.

This problem has 'N' GUB constraints (21.i) and the solution proce-
dure uses a modified effective gradient approach to interchange variables
within a GUB constraint to obtain a feasible solution. The initial sotu-

tion to problem D is obtained by setting

Y =1 for all i =1, 2, ..., N.

il

Note that this is an upper bound on (B). A modified effective gradient

for each variable in the solution is then calculated as follows. Let the
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indices of variables in the solution be k], kz, cers kN' Define a surplus

vector PS = {PStm} as:

form=1,2, ...;,Mandt =1, 2, ..., T.
The effective gradient for a variable Yi K is given by
™

M . .
r PS. - (A, (U, , )~ A_ (U, 1Y/ (6, - G, )
1 m= tm tm 1,k1 tm —ﬂ,ki+1 1,k_i 1’ki+]

Ei =

it -

t

for i=1, 2, ..., N.

This heuristic selects a GUB constraint for variable exchange such that
the exchange results in a maximum movement towards feasibility with a

minimum decrease in the objective function value. Note that arbitarary
exchanges might move the solution away from feasibility. In this case

the effective gradient is redefined as

T M . X .
Ei i ti],mi] pstm ) (Atm(gi,ki) B Btm(gi,k1+])) ) (Gi’ki - Gi’ki + ])

fori=1,2, ..., N.

A variable in the current solution which has the smallest effective gradient
is selected for exchange. In other words, if
F = min (Ei)’
iel
then the variable YI K. * whose effective gradient is equal to F, is selected

I
for exchange. Note that if F is negative, then this exchange results in

maximum movement towards feasibility with a minimum decrease in the objec-
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tive function value. Otherwise, the exchange results in minimum movement
away from feasibility with a minimum decrease in the objective function
value. Note also that only the next best solution in each GUB constraint
is considered for exchange at any iteration, and thus any varijable that is
deleted from a solution is eliminated from subsequent iterations.

At this point, variable YI,k ijs deleted from the solution and the

I

corresponding variable YI Ko+] is added to the solution. If the new solu-

tion is feasible, this stepIof the algorithm is complete. Otherwise, a

new set of effective gradients is calculated and the procedure is repeated.
It is possible at any one jteration that a variable YiK may be considered
for exchange, but since there are only K variables in a GUB constraint,

this exchange is not feasible. There are two methods to resolve this diffi-
culty: 1) choose K as large as possible, and 2) if a variable YiK ever
enters the solution the corresponding GUB constraint is not considered for
further exchange. The Tlatter strategy is forced by setting Ei to a very
large number. The first method is preferred over the second one, but the

computational limitations restrict the value of K to 25 or less. Hence,

the second method will be used if K is greater than 25.

3.4: Improvement in the Feasible Solution

The solution obtained in the previous step is improved upon by using
a maximum gain heuristic. A1l feasible one for '%ne variable"exchanges
are consi&ered, and the variable exchange that results in maximum improve-
ment in the objective function value is used for interchange. The new
solution obtained after an interchange is again considered for further im-
provement. This is a 'greedy~I heuristic and the resulting solution is at

least 1-optimal (44). Hence, no single pairwise exchange can give a better
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solution than the one already obtained.

The algorithmic procedure for this step is as follows: Let Yi K.?
B

for al1 i =1, 2, ..., N, be the variables in the feasible solution from
the previous step. A1l the variables in a GUB constraint are ranked to
obtain a set of indices P1s Pps Pgs «ovs Pis «res PN such that
p. =min (j /¢ A,._(U )+ A, (U.s) <b, s
i o#i tm*= ¢, kz tm—=i] tm
form=1,2, ..., Mandt =1, 2, ..., T),

fori=1,2, ..., N,

and define 4 = Gi,pi - Gi,ki , for each variable Y; , , i =1,2, ..., N.
ok

Determine
H=max ()
ieN

and obtain the variable, YI K. for exchange such that Ay = H. If H is

1
greater than zero, the solution can be improved and a new solution is formed

by replacing variable YI K with YI = This step is repeated until no
M P ’
further improvement can be obtained. This solution is a near optimal,

if not optimal, solution to (B).

3.5: THE SJOLUTION ALGORITHM

A stepwise algorithm based on the procedure previously described is

as follows:

Step 1. Define the solution variables N, S, T, and K, where

N = number of subproblems,

S = number of alternatives,

1
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Step 2.
Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

Step 10.

Step 11.

T
K

F

number of time periods,

number of solutions evaluated for a subproblem.

Set i =1

Construct a network model for (C.i) using constraints (14)
and (15).

Solve the network model using a K-shortest path algorithm

and evaluate the K best solutions to subproblem (C.1).

Set i = i+1. If i < N go to Step 3.

Set variables Yij = 1 to form the initial solution. Test the
feasibility of this solution, if the solution is feasible

an optimal solution to problem B is obtained.

Let the indices of the variables in the solution be k], k2, “e

k Calculate the effective gradient E, fori=1,2, ..., N.

N’
Determine the smallest effective gradient value. Let

F = min (Ei)’
ieN

then the variable YI K whose effective gradient is equal to

I
is selected for exchange.

Set ky = kI + 1, and test the new solution for feasibility.

I

If the new solution is feasible go to Step 11.

If k; = K set E; == and remove the GUB constraint (11.1) from

further consideration. Go to Step 7.

Determine a set of indices P1s Pos -evs Pys -ees By such that

p'l = min (J / X Atm(y_l,kz) + Atm('l;"TJ) < btm’

JjeK LA
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Step 12,

form=1,2, ..., Mand t =1, 2, ..., T),

fori=1,2, ..., N.

Deﬁ'neAi fori=1, 2, ..., N.

1
fop]
1
fep]
-
»
>
-

Select a variable for exchange as follows: Determine

H = min mi)
ieN

The variable YI K is selected for exchange such that

I
If H is equal to zero, stop. A near optimal solu-

Ap = H.
tion is determined. Otherwise, set kI =P update the

resource consumed vector, and go to Step 11.
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CHAPTER 4

AN EXAMPLE PROBLEM FOR 'RAMS-DTO-1

This example was formulated using real field data from District 17 in
the State of Texas. Only a few highway segments (15) are considered for
this particular example. Of these fifteen, eleven segments were selected for
maintenance or rehabilitation by engineers within the District and the other
four are good highway segments.

The segments are classified into two types. The first group consists
of 'U.S.' and 'State Highways', whereas the second group consists of 'farm
roads'. Both groups of highway have asphalt pavements, but have different
thicknesses of base course and surface. The farm roads, because of the
lower traffic intensity, have thinner base and surface asphalt layers.
Methods for rehabilitating the highway segments are different for the two
groups of highways.

There are seven 'type 1' highway segments and eight 'type 2' segments,
and the needed highway segment information is listed in Table II.

There are six types of distress conditions used to measure highway
segment deterioration in this example. The distress types and the asso-
ciated maximum gain-of rating are listed in Table III. The Tlast distress
type, which is a measure of ride smoothness, is not considered important
for the highway segments in the second group, and is not considered in eval-
uating the corresponding highway pavement condition.

There are a total of nine alternatives to be considered for rehabilitating
each highway segment. The maintenance strategies and the associated costs
(money spent to rehabilitate an area of one mile by one foot) are given
in Table IV. Not all strategies are feasible for both types of high-

way pavements. For example, strategy eight (1light duty reconstruction)
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TABLE 11
HIGHWAY SEGMENT INFORMATION

Highway
Segment Highway Highway Length Width
Number Type Name County (Mile) (Feet)
1 1 us 79 Milam 0204-05  4.530  26.000
2 1 us 77 Milam 0209-05 12.320 28. 000
3 1 us 190 Milam 0815-12 3.620 26. 000
4 2 SH OSR Madison 0475-04 7.000 20.000
5 2 SH OSR Madison 0475-03 2. 260 22.000
6 2 FM 1696 Walker 1809-02 13.800 20.000
7 2 FM 1791 Walker 1706-01 12.370 22.000
8 2 FM 2821 Walker 2805-01 3.340 24.000
9 1 SH 30 Walker 0212-02 7.390 26 .000
10 1 SH 36 Burleson 0816-03 12.010 26.000
11 1 US 290 Washington 0114-09 9.027 26.900
12 ] Us 79 Milam 0204-08 5.640 26.000
13 1 SH 36 Burleson 0186-02 9.320 26.000
14 2 SH OSR Brazos 0475-02 6.670 20.000
15 2 FM 908 Milam 0858-02 7-440 20.000
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is applicable only to 'group 2' highway segments (farm roads) whereas
strategy nine is applicable only to 'U.S.' and "State Highways". The feasible
set of strategies for type 1 and type 2 highway segments i listed in Table V.
There are only seven strategies feasible for each highway segment.
The improvement in highway quality level through application of appro-
priate maintenance strategies are listed in Table VI. Note, there is no
column for strategy number '1'. Since strategy '1' is a 'do nothing'
strateqgy, the highway pavement level deteriorates on application of strategy
'1', and the amount of deterioration depends on which strategy was previously
applied to a particular highway segment and when it was applied. It is
assumed that application of strategies 8 and 9 to group 1 and group 2 re-
spectively, results in ideal highway pavements and the ideal highway pave-
ment rating is set equal to the points gained by application of these
strategies for the respective groups of highway pavements. The highway
pavement quality level resulting from application of any maintenance strategy
cannot be greater than the ideal highway pavement quality. If an application
of any one strategy causes this to occur, the highway pavement quality
rating is fixed at the maximum quality level.

A11 highway segments have identical pavement deterioration curves, for
each type of distress. Pavement deterioration curve fractions for each type
of maintenance strategy are listed in Tables VII, VII.B, VII.c and VII.D,
by distress type. The pavement deterioration curves are determined as
the product of road deterioration fractions and the maximum quality levels.

The initial highway pavement ratings by the distress types are given
in Table VIII. The minimum pavement quality requirement (RMIN) and the
tolerable pavement quality requirements (RTOL) are defined to be 40% and

80% of the maximum quality level. These are used to determine feasible
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TABLE ITI
TYPES OF DISTRESSES

No. Distress Type Max. Gain
1 Rutting 15.000
2 Alligator Cracking 25.000
3 Longtud. Cracking 25.000
4 Transverse Cracking 20.000
5 Failures/Mile 40.000
6 Serviceability Index 50.000

TABLE IV
MAINTENANCE STRATEGIES
No. Strateqy Unit Cost
($/mile-ft)
1 Do Nothing 0 .000
2 Fog Seal 56 .000
3 Seal Coat 214 .000
4 0GPMS 950 .000
5 Thin Overilay 925 .000
6 Moderate Overilay 2000 .000
7 Heavy Overlay 3549.000
8 Lightduty Reconstruction 944 .000
9 Heavyduty Reconstruction 2600.000
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TABLE V

FEASIBLE SET OF STRATEGIES FOR THE TWO HIGHWAY SEGMENT TYPES
(1 = FEASIBLE, O = NOT FEASIBLE)

igh

g;gmgz{ Strateqy Number

Type 1 2 3 4 5 6 7
1 1 0 1 1 1 1 1
2 1 1 1 0 1 1 1

TABLE VI
IMPROVEMENTS OBTAINED BY IMPLEMENTATION OF STRATEGIES
Strateqgy Distress Type

Number 1 2 3 4 5 6
2 0.0 5.0 5.0 5.0 2.0 2.0
3 0.0 15.0 15.0 15.0 10.0 2.0
4 13.0 19.0 19.0 19.0 24.0 45.0
5 13.0 20.0 20.0 20.0 25.0 45.0
6 15.0 25.0 25.0 20.0 30.0 50.0
7 15.0 25.0 25.0 20.0 35.0 50.0
8 15.0 25.0 25.0 20.0 40.0 50.0
9 15.0 25.0 25.0 20.0 40.0 50.0
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TABLE VII.A
PAVEMENT DETERIORATION FRACTIONS

Strategy Year Distress Type
1 2 3 4 5 6

2 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.900

3 0.998 0.998 0.790 0.560 0.998 0.700

4 0.997 0.870 0.500 0.530 0.670 0.500

5 0.690 0.620 0.500 0.390 0.670 0.400

6 0.670 0.500 0.210 0.190 0.330 0.300

7 0.480 0.250 0.000 0.060 0.330 0.200

8 0.260 0.080 0.000 0.050 0.000 0.100

9 0.170 0.000 0.000 0.000 0.000 0.100

10 0.140 0.000 0.000 0.000 0.000 0.000

3 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.930 0.940 0.930 0.920 0.999 0.900

3 0.910 0.890 0.880 0.860 0.998 0.700

4 0.880 0. 890 0.870 0.850 0.780 0.500

5 0.780 0.650 0.670 0.670 0.470 0.400

6 0.310 0.280 0.370 0.380 0.220 0.300

7 0.220 0.240 0. 320 0.330 0.200 0.200

8 0.150 0.150 0.180 0.180 0.100 0.100

9 0.070 0.090 0.090 0.090 0.040 0.100

10 0.050 0.070 0.070 0 0.010 0.000

.060

32



TABLE VII.B.
PAVEMENT DETERIORATION FRACTIONS

Strategy Year Distress Type
3 4 5 6

4 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.890 0.998 0.998 0.998 0.998

4 0.997 0.820 0.997 0.997 0.997 0.900

5 0.880 0.730 0.996 0.996 0.996 0. 800

6 0.780 0.670 0.750 0.830 0.995 0.700

7 0.460 0.670 0.500 0.670 0.994 0.600

8 0.250 0.670 0.500 0.670 0.330 0.500

9 0.250 0.670 0.250 0.330 0.330 0.400

10 0.250 0.360 0.000 0.000 0.330 0.300

5 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.950 0.930 0.940 0.998 0.998

4 0.997 0.910 0.930 0.940 0.890 0.900

5 0.790 0.900 0.400 0.430 0.530 0.800

6 0.750 0.610 0.140 0.180 0.230 0.700

7 0.750 0.560 0.140 0.180 0.160 0.600

8 0.750 0.550 0.120 0.140 0.150 0.500

9 0.750 0.510 0.070 0.060 0.130 0.400

10 0.750 0.280 0.020 0 0.080 0.300

.010
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TABLE VII.C

PAVEMENT DETERIORATION FRACTIONS

Strategy Year Distress Type
3 4

) 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.998 0.998 0.998 0.998 0.998

4 0.997 0.997 0.997 0.997 1.000 0.997

5 0.996 0.770 0.996 0.996 0.770 0.900

6 0.830 0.640 0.330 0.630 0.510 0.800

7 0.710 0.580 0.110 0.260 0.480 0.700

8 0.660 0.530 0.000 0.220 0. 360 0.600

9 0.620 0.510 0.000 0.110 0.330 0.500

10 0. 380 0.380 0.000 0.040 0.240 0.500

7 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.998 0.998 0.998 0.998 0.998

4 0.997 0.997 0.997 0.997 0.997 0.997

5 0.996 0.996 0.996 0.996 0.996 0.996

6 0.995 0.710 0. 330 0.330 0.750 0.900

7 0.994 0.620 0.330 0.330 0.590 0.900

8 0.993 0.440 0.280 0.280 0.500 0.800

9 0.992 0.290 0.170 0.170 0.500 0.700

10 0.991 0.290 0.170 0.170 0.480 0.600
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TABLE VII.D
PAVEMENT DETERIORATION FRACTIONS

Strategy Year Distress Year
1 2 3 4 6

8 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.998 0.998 0.998 0.998 0.998

4 0.997 0.997 0.997 0.997 0.997 0.900

5 0.996 0.996 0.996 0.996 0.996 0.800

6 0.720 0.490 0.995 0.995 0.470 0.700

7 0.670 0.360 0.994 0.994 0. 360 0.600

8 0.580 0. 360 0.993 0.993 0.320 0.500

9 0.500 0. 360 0.650 0.650 0.270 0.400

10 0.500 0.290 0.600 0.600 0.270 0. 300

9 1 1.000 1.000 1.000 1.000 1.000 1.000
2 0.999 0.999 0.999 0.999 0.999 0.999

3 0.998 0.998 0.998 0.998 0.998 0.998

4 0.997 0.997 0.997 0.997 0.997 0.900

5 0.996 0.996 9.996 0.996 0.996 0.800

6 0.720 0.490 0.995 0.995 0.470 0.700

7 0.670 0.360 0.994 0.994 0.360 0.600

8 0.580 0. 360 0.993 0.993 0.320 0.500

9 0.500 0.360 0.650 0.650 0.270 0.400

10 0.500 0.290 0.600 0.600 0.270 0. 300
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TABLE VIII

CURRENT RATINGS OF HIGHWAY SEGMENTS
BY DISTRESS TYPES

g;g;‘gﬁ{ Distress Type Number
Number 1 3 4 5 6
1 10.0 5. 20.0 17.0 20. 12.
2 10.0 15. 25.0 20.0 40. 3.
3 10.0 10. 15.0 13.0 40. 0.
4 10.0 20. 20.0 20.0 40. 0.
5 10.0 25. 25.0 20.0 40. 0.
6 10.0 25. 25.0 20.0 40. 0.
7 8.0 0. 10.0 20.0 10. 0.
8 10.0 15. 25.0 20.0 20. 0.
9 15.0 25. 5.0 5.0 40. 42.
10 15.0 25. 25.0 20.0 40. 47,
11 15.0 2b 2h.0 17.0 40. 47.
12 15.0 25. 25.0 17.0 40. 49.
13 13.0 25. 25.0 20.0 40. 50.
14 8.0 5. 0.0 17.0 20. 0.
15 10.0 10. 3.0 20. 0.
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strategies in each time period. For example, if upon application of a
strategy during a time period, the resulting pavement quality is less than
RMIN, then the strategy is deemed infeasible for that time period. If

at some stage, the sum of highway quality rating at that stage and the
improvement obtained in highway quality rating on application of a strategy
is greater than 140% of RMAX for all distress types, fhen that particular
strategy is considered infeasible at that stége‘ A pavement'segmenﬁ is

also not considered for maintenance scheduling if the highway quality levels
are greater than RTOL for all distress types. These constraints, along
with the multiple choice constraints and the data in Table V are used to

construct the network model for each highway segment.

Resource Requirements

Four types of resource constraints are considered in this example
problem. They are: materials, machinery, men and money. Each resource
constraint has two types of inputs: resource requirements and availability.
Of all the resources, money (budget) is taken as the most significant one.

The first three resources are listed in Table IX. The resource avail-
ability (per mile-ft) is also shown. Hence the total available quantity
of a certain resource for the district considered will be equal to the
product of total area of pavement (mile-ft) in the district and the unit
availability of that resource. In Table IX, the first four are materials,
the next eight are machinery and the last eight are manpower.

The resource requirements are listed in TablesX.A, X.B, and X.C.

Experimentation and Results

The highway maintenance problem was solved for three capital avail-

ability data sets. Experimentation was used to compare the schedule
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TABLE IX
RESOURCES AND AVAILABILITY

No . Resource Type Availability
(Qty/mile-ft)
1 Surfacing Aggregate 9.500
2 Asphalt Cement 4.600
3 Aggregate (Item 340) 87 .700
4 Aggregate Item 290 87.700
5 Grader 0.700
6 Pickup 0.700
7 Loader 0.340
8 Truck 0.840
9 Rolier 1.000
10 Spreader 0.340
11 Laydown Machine 0.170
12 Asphalt Distributor 0.340
13 Grader Operator 0.700
14 Loader Operator 0. 340
15 Truck Operator 0.840
16 Raller Operator 1.000
17 Spreader Operator 1.340
18 Laydown MC. Operator 0.850
19 Asphalt Dis. Operator 0.670
20 General Labor 1.660
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TABLE X.A

MATERIAL REQUIREMENTS
(UNIT/MILE-FT)

Strateqgy Material Types
1 2 4

2 0.000 0.400 0.000 0.000

3 9.500 0. 800 0.000 0.000

4 0.000 3.000 20.000 0.000

5 0.000 1.500 29.300 0.000

6 0.000 4.100 80.500 0.000

7 0.000 8.100 29.300 132.000

8 10.000 1.500 0.000 0.000-

9 0.000 1.500 29.300 143.000

TABLE X.B
MACHINERY REQUIREMENTS
(Equipment-days/mile-ft)
Strategy Machinery Type A
1 2 3 4 5 7 ° 8

2 0.000 0.008 0.000 0.017 0.000 0.000 0.000 0.008
3 0.000 0.012 0.012 0.060 0.024 0.012 0.000 0.012
4 0.000 0.111 0.000 0.278 0.111 0.000 0.056 0.056
5 0.000 0.111 0.000 0.278 0.111 0.000 0.056 0.056
6 0.000 0.222 0.000 0.556 0.222 0.000 0.111 0.111
7 0.000 0.333 0.000 0.834 0.333 0.000 0.168 0.168
8 0.667 0.667 0.333 1.667 1.000 0.333 0.000 0.333
9 1.000 0.778 0.333 3.611 1.111 0.000 0.056 0.000
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MANPOWER REQUI REMENTS
(man-days/mile-ft)

TABL

EX.C

Strategy Manpower Type
2 3 4 5 8
2 0.000 0.000 0.017 0.000 0.000 0.000 0.016 0.008
3 0.000 0.012 0.060 0.024 0.048 0.000 0.024 0.012
4 0.000 0.000 0.278 0.111 0.000 0.280 0.056 0.168
5 0.000 0.000 0.278 0.111 0.000 0.280 0.056 0.168
6 0.000 0.000 0.556 0.222 0.000 0.560 0.111 0.336
7 0.000 0.000 0.834 0.333 0.000 0.840 0.7168 0.504
8 0.667 0.333 1.667 1.000 1.332 0.000 0.666 1.650
9 1.000 0.333 3.611 1.117 0.000 0.280 0.056 1.818
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generated by the algorithm with a schedule used by the TSDHPT to study the
effect of capital availability on the current maintenance schedule. The
latter comparison is a form of parametric analysis that is used to study the
sensitivity of the schedules generated by the algorithm to resource vari-
ability. The three capital availability data sets and the capital actually

used by the TSDHPT are as listed in Table XI.

TABLE XI
CAPITAL AVAILABLE IN EACH TIME PERIOD IN $MILLIONS

Data Set ' Time Period
Number 1 2 3 4 5 6 7 8 9 10
1 1.00 1.07 1.14 1.20 1.27 1.27 1.27 1.27 1.27 1.27
2 1.13 1.20 1.27 1.34 1.34 1.34 1.34 1.34 1.34 1.34
3 1.20 1.07 1.14 1.20 1.27 1.27 1.27 1.27 1.27 1.27
TSDHPT 1.13

The current maintenance schedule generated by the algorithm for data
set 2 is compared with the schedule used by TSDHPT, and the resu]ts for the
three data sets are compared to observe the effect of capital availability
on the maintenance schedules. Data sets 1 and 2 are compared to note the
sensitivity of the solution to an uniform increase of $.13 million in each
time period, and the results for data sets 1 and 3 are used to observe the
effect of current resource availability on the maintenance schedules. The
capital used in each time period and the current maintenance schedules gen-
erated by the algorithm for the three data sets, along with the capital
and schedule used by TSDHPT, are tabulated in Tables XII and XIII respectively
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Data set 1 Ted to an infeasible solution. There is an insignificant
difference in the objective function values for the data sets 2 and 3, due
to the abundance of capital in time periods other than time period 1. The
highway segments used in the problem are only a part of the total number of
highway segments in a District. These highway segments were selected by
district supervisors for maintenance in a particular year, and the sets of
highway segments scheduled for maintenance in other time periods are differ-
ent. Thus, to generate resource effective maintenance schedules all the high-
way segments in a district should be included. The abundance of resources in
time periods other than period 1 also results in the best highway conditions
possible and hence explains the negligible difference in objective function
values (benefits). The upper bound on benefits for the problem is 2,391,862.
Highway segments 10 through 13 have been added to the problem to demonstrate
the inherent capacity of the algorithm to ignore good highway pavements
when no maintenance is required.

The current maintenance schedules generated by the algorithm for data sets
1, 2, and 3 and the schedule proposed by TSDHPT are shown in Table XIII. Data
set 1 generated an infeasible solution due to insufficient funds in the
early years of the planning period. The overall benefits for data sets 2
and 3 are 2,217,113 and 2,227,004. It is observed'that having increased
capital in later time periods does not necessarily increase the overall
effectiveness of the maintenance schedules.

For data set 2, the algorithm proposed inferior strategies to be applied
to segments 1, 4, 6, and 15 compared to the strategies proposed by TSDHPT.

At the same time, for segments 7, 8, and 9 it proposed superior strategies.
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This has been done to maximize the overall quality of highway segments for the
length of the planning period.

The maintenance schedules generated by the algorithm for the data set 2,
and the percentage of resource utilized are presented in Tables C.1 and C.2
respectively (see Appendix C). For segment 14, the algorithm and TSDHPT,
proposed strategy 8 to be implemented in period 1. According to the schedule
generated by the algorithm, any kind of maintenance will be applied to segment
14 only at the end of period 5. For segment 15, the algorithm proposed strategy
2 and TSDHPT proposed strategy 8 to be implemented currently. From Table C.1
it can be seen that segment 15 must be maintained in almost all the years of
the planning perijod. The program has selected the best alternative (main-

tenance policy) of all theblarge number of possible alternatives.
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TABLE XII
CAPITAL CONSUMED IN EACH TIME PERIOD

Data Set

Time Period

Number 1 2 - 3 4 5 6 7 8 9 10
1 Seememeee—eee INFEASIBLE SOLUTION -=--=-cmaeean ————————
2 .13 0.98 0.97 0.66 1.29 0.91 1.211.31 1.08 0.92
3 .18 0.90 0.98 0.61 1.18 1.03 1.08 1.18 1.24 1.01
TSDHPT .13
TABLE XIII
CURRENT MAINTENANCE SCHEDULES
Data Set Highway Segment Number
Number 3 4 5 6 7 8 9 10 11 12 13 14 15
'| * * * * * * * * * * * * * *
2 4 5 1 1 1 8 1 4 1 1 1T 1 8 3
3 4 5 2 3 1 8 8 4 1 1 1 1 8 2
TSOHPT 5 & 3 3 3 3 3 3 1 1 1 1 8 8
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CHAPTER 5
SUMMARY AND CONCLUSIONS

A-mathematica1 model of a multi-period highway maintenance problem was
developed. The formulation results in a large scale 0-1 INLP problem,
which because of its large size and nonlinearity is beyond the scope of
existing solution techniques. The nonlinearity in the problem is due to
the dependence of the objective function coefficients upon time and pave-
ment conditions in the problem.

A heuristic solution methodology was used to solve the 0-1 INLP problems.
The solution methodology uses the concepts of relaxation, decomposition
and network modeling to convert the 0-1 INLP problem to an equivalent 0-1
ILP problem of manageable size. Relaxation of resource constraints and the
separable nature of the relaxed problem enables furtﬁer decomposition of the
0-1 INLP problem into smaller independent subproblems. These subprob1ehs
" are modeled aé longest pafh netwqu problems, and a combination of best and
worst can be evaluated for each subproblem. The solutions to a11'subprob1ems
are synthesized by using a O-]IILP formulation and a good feasible solution
is determined. The solutions evaluated for a subproblem are. a.subset of the
total solutions fo each subproblem, and hence the region of investigation
for the 0-1 ILP problem is a subset of the region for the 0-1 INLP problem.
In other words, the 0-1 ILP problem is a restriction of the 0-1 INLP prob-
lem. Thus, the optimality of the solution depends upon the regfon of in-
vestigation, and only 'near' optimality can be guaranteed for this solution
methodology.

The solution methodoloqy was applied to a mu]ti-beriod highway rehabilitation

and maintenance problem. The data for the problem was obtained from a real world
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data base and a form of parametric analysis was used to study the effect of.capital
availability. Highway segments actually used in the problem were only a

part of the highway segments in a district. The budget a11obation for a

district is based upon requirements of all the highway segments in the dis-

trict, but the data used in the problem is a small subset of the highway

segments in a district and resulted:n an abundance of resources in most

time periods. Thus, the maximum benefits calculated in all the problems were

very close to the upper bound generated-by the algorithm. The maximum benefits

in all cases were within 3% of the upper bound and were relatively insensitive

to changes in capital allocations in the first time period.

An efficient computer program based on the solution methodology was
written and is presented in Appendix B. The program uses input. data
similar to the ones used by the other software pa;kages of RAMS family
of computer programs. This makes the usage of the .program very easy. for
the user of RAMS computer programs.

A systematic procedure that can be used by engineers within the Districts to
optimally schedule rehabiliation and maintenance of highway segments, within
constraints imposed by resource availability in the planning period and the
specified minimum highway pavement quality requirements over the planning
period is presented. The computer program that has been developed will also
aid these engineers in determining the funds required for every year of the
planning period which in turn will help the state to assess the needs and
requirements in p]dnning the rehabilitation and maintenance of highways in

the State in future years.
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APPENDIX A
SOLUTION OF THE MATHEMATICAL MODEL

The size of INLP problem (A) is beyond the limitations of existing
solution techniques. - Current solution techniques are limited to around
1000 variable for exact 0-1 ILP and to approximately 2000 variables for
a heuristic ILP. The hybrid dynamic programming and.branch and bound
technique of Marsten and Morin (9) for separable INLP is Timited to around
500 variables. A solution-methodology for Problem (A) is developed in this
appendix. This methodology is heuristic and uses the concepts of relaxation
and decomposition, network modeling, and appropriate heuristics. The concepts
of relaxation and decomposition are briefly reviewed and an iterative K-

shortest path algorithm is described.

A.1: Relaxation and Decomposition

Relaxation is a fundamental concept which is inherent in most integer
programming techniques (6).. A problem (PR) is said to be.a relaxation
of a problem (P) if a1l the solutions to (P) are a subset of the solutions
to (PR). PRelaxation of integrality constraints is commonly used to generate
bounds and fathom feasible regions without explicit investigation (branch
and bound techniques). If one has a prior knowledge of constraints that
are not binding at optimality, then these constraints can be relaxed and

may result in simpler problem formulation. Define an INLP problem as

follows:
Problem P.1
Max Z = f(X), (A.1)
subject to g(X) < 0, (A.2)

xC 2"CR", and X is integer. (A.3)
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Let problem (PR.1) be some relaxation of (P.1). Then (PR.1) has the fol-
Towing properties:

1) If problem (PR.1) has no solution, then (P.1) has no solution.

2) let Z*R and 7 be optimal solutions to (PR.1) and P.1 respectively;
then ZjlrR = Z*, and Z*R is not feasible to (P.1) except at strict
equality.

3) Iflng, an optimal solution to (PR.1), is also feasible for {(P.1)
then X = x*, and 2R = 7. |

Geoffrion has suggested an iterative procedure using relaxation for

solving NLP (7). This procedure successively adds and deletes constraints
according to specified rules until an optimal solution is obtained. A
complicating constraint is a constraint in a problem whose relaxation or
elimination results in a much simpler problem. Another form of relaxation
is to identify complicating constraints, weight these constraints with mul-
tipliers and place them in the objective funtion. This relaxation is called

Lagrangian relaxation. Some basic theorems for Lagrangian relaxation

have been developed by Everett (7). Shapiro (18) has used this concept
for group theoretic approaches to integer programming and Geoffrion (5)

has used Lagrangian relaxation for LP based branch and bound techniques.

A separable INLP problem can be stated as

Problem P.2.
N
Max Z = 1 f.(X.), (A.4)
S
J
subject to
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N
ji1 Ajm(xj) f_bm, form=1,2, ..., M (A.5)
D_j(xj)igi fOY‘J'='|,?9 ) N (A.B)
Xj =1, 2, ..y for j =1, 2, s N (A.7)

A Lagrangian relaxation of (P.2) is given by

Problem P.3
(U,X) : (X;) ; (N (X;) ) )
L(U,X) = = f.(X;)- £ r A (X;)-b (A.8
= 3 ey ™
subject to constraints (3.6), (3.7), and
<0 form=1,2, ..., M (A.9)

m
Everett (7) and Brooks and Geoffrion (3) have suggested iterative
procedures for solving ILP and determining an optimal set of multipliers

U. These search procedures are usually not viable for INLP problems.
Geoffrion (5) has given a lucid exposition of the theory and practical
uses -of Lagrangian relaxation. Nauss (10) has used Lagrangian relaxation
for solving 0-1 ILP problems with multiple choice constraints, where
relaxation is used to obtain bdunds and penalties for a LP based branch
technique.

A result of relaxing constraint (A.5) in (P.2) is that the problem
can be decomposed into N independent subproblems, because of the angular
nature of constraints (A.6). If the optimal Lagrangian multipliers are
known, an optimal solution can be obtained by solving the independent

subproblems. This kind of decomposition has been used by Dantzig-Wolfe
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(7) (1arge scale LP), Bender (7) (mixed IP) and in NLP partitioning techni-

ques (7). Lagrangian multipliers or dual variables are iteratively determined

in these methods.

A.2: The Effective Gradient

The concept of an effective gradient was initially used by Senju and
Toyoda (15) to heuristically solve large scale 0-1 ILP capital budgeting
type problems where feasible projects have to be selected from a larger
set of projects so as to maximize the net return within constraints imposed
by resources. The effective gradient is a heuristic measure that is used
for se]ecting'or deleting projects, and is defined as the ratio of an objective
function coefficient of a project to the projection of the project's
resource vector at some stage in the solution procedure.

Suppose the initial available resource vector is P and Tet the resources
consumed vector after 'n' projects have been selected be En' A unit vector
in the direction of P is PU =P / [P |, where [P | is the Euclidean norm
of the vector. Suppose a project 'j' which has not yet been selected has
a resource vector Bj and objective function coefficient Cj. Then, the ef-

fective gradient for project 'j' is calculated as:

E; = C5/(Ry = Py / IRy 1)s for g =1, 2, ...

This heuristic selects a project at each iteration that gives a maxi-
mum return with a minimum consumption of critical resources, and a similar
measure can be used to delete projects in a dual algorithm. This heuristic
has been successfully implemented by Senju and Toyoda (158), Toyoda (19),
and Ahmed (1). The first algorithm uses a primal approach, whereas the other

two are dual algorithms. The first algorithm uses the effective gradient
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for selecting projects until no other project can be selected, whereas
the latter two algorithms use the heuristic to delete projects until a

feasible solution is obtained,

A.3: An Iterative Procedure for Solving K-Shortest Path Problems

Problems involving network analysis subproblems, principally
the determination of the shortest path, occur guite often in the analysis
and synthesis of transportation and communication networks. However, one
is often interested in the 'K' best paths rather than just the best path
from one node to another node. Several techniques for determining the
k-shortest paths in a network have been developed over the last two decades,
but most of them are incorrect and/or inefficient (See Dreyfus (4), and
Phillips and Garcia (12) for discussion). The most efficient algorithm to
date has been developed by Shier (16). Shier used a special algebra for
determining the K-shortest paths network.

Let R_ be the set of real numbers to which infinity, =, has been
appended. Consider for a fixed integer n, the set s" defined by

n

S ={a= (a1, a5, -..5 ap) 1A, R o, Ay <azcia<agt.

Thus S" consists of n-tuples of numbers from R_ arranged in strictly in-
creasing order. Two abstract binary operation + and X on the elements

of N are defined as follows:

E+2=£‘+c=mij%“”@&U wrnq%q,
for j = al, 2, ..., n,
gxg=£&a%=mmj{%+bz:1,2=L2,“”n},

forj=1,2, ..., n,

where Minj[N] denotes the jth smallest distinct element of the set W. For
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example, let a = {1,2,3,4} and b = {2,3,5,7}, then a + b = {1,2,3,4,}
and a x b = {3,4,5,6}. Also define e = (0, ,* ,...,2 )and v = (> ,*,. ..,°).
These operations also hold for conformable matrices, where each element
of a matrix represents an n-tuple.

This basic algebra is used in Shier's K-shortest path algorithm. Sup-
pose G(N,K) is a finite directed network over R_ , where N = set of nodes
and K < N - arcs. Let lije R, be the length of an arc from node i to node j.
A path of size 'm' between nodes i] to im is an ordered sequence of arcs
(i]{iz), (12,13),..., (im_], 1m) in the network. A path is elementary if
all nodes are distinct; a circuit is a path. such that i] = im’ and a cir-
cuit is elementary if all nodes i] to im-] are distinct. The length (})
of apath is defined 'as the arithmetic sum of arc lengths lij along the path.
If there is no arc from node 'i' to node 'j' then define lij =w, A= (aij)
€ MK, an NxN matrix, is called the arc length matrix, where aij = {lij,
©4e0es0 e

The K-shortest path lengths from node i to node j are given by a*ij

*
where A = (a* ) is defined as follows:

1]

*

A" = Nep+a + 24,

e 8

J=1
where E is a square matrix whose diagonal elements are 'e’' and all other
elements are 'v', AP = E, and A?'] x A= A;, for j 1. Thus, the problem
of determining the K-shortest path length in a network is solved by cal-
culating Af. The following will be stated without proof (for proof see
Shier (196):

Lemma: Suppose A is the arc length matrix for an N-node network G.

Then, there exists w >0 such that Af =E+A+ ...+ Ah for all h > w.
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This Temma states that, Af the matrix of K-shortest paths between every
pair of nodes in a network, can be obtained by adding the first w terms
in the equation defining A.

Shier (16) compared three methods for computing the K-shortest path
lengths in an N-node network G from a given node 'S' to all other nodes in
the network. The three methods were: the Jacobi method, the. Gauss-Seidel
method and the double sweep method. The study required the determination
of the S-th row of matrix Af, where A is the arc length matrix for G.

The last method was found td require the least number of computations and
thus the double sweep method will be used in this research.

The double sweep method is an iterative procedure and consists of two
phases called the backward and forward asses. The arc length matrix is
split into two strictly upper and lower triangular matrices, V and L respec-
tively, such that A =V + L. During the forward pass, only the Tlower

triangular matrix L is used. Explicitly, an iteration r is as follows:

Let 59 be a given row vector. Successive computations of K?r'1 and K?r
are
¥ oL@ 2 ' (backward pass)
2" - 12r®!®l2r-1 (forward pass)

where r >0 is the iteration number.

]

The iterative procedure is stopped when X?r" is equal to 5?* for some

iteration 'r', and X°" = g?r'1

= Sth row of Af where the K-shortest paths

from 'S' to all other nodes are desired (for proof see Shier (76)).
* _ *'| *2 *K
Let ag3 = ag3s Ag3s --+» 33>

*
asg is the next best path Tength, and so on, from node 'S' to node 3.

*
then aS; is the shortest path length,
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A.4: Solution Methodology for Problem (A)

Problem (A) can be stated in its general form as follows:

Problem P.4

M =

L Q
Maxz=1_ i é fiq%i) (A.20)
subject to
N
151 Am(li)-f bm form=1,2, ..., M (A.21)
C;(X4) < d; for i=1,2, ..., N (A.22)

E= U5 Xyrzee o Xq10°%9217 0 Xiggee 2 it )

fori=1,2, ..., N

Xigq = 0,1 fori=1,2, ... N (A.23)
L =1,2, ..., L

qg=1,2, ..., Q

where constraints (A.22) consist of multiple choice constraints, prece-
dence relationships, and other alternative feasibility constraints, Con-
straints (A.21) are the resource constraints.

This problem has an angular structure and constraints (A.21), are coupling
constraints that Tink the Xi decision variables. If the coupling con-
straints (A.21) were relaxed, then the problem could be decomposed into
'N' independent subproblems. A Lagrangian relaxation of (P.4) results in

the following dual problem:
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Problem P.5

M N
Max Z = Min (Max L (U,X) = = z = f,, (X.} - = wu(=z A, (X.)-b)) (A.24)
subject to
> 0, form=1,2,...,M ‘ (A.25)

U
and constraints (A.22), and (A.23).

This problem is easy to solve if the optimal set of Lagrangian multipliers
‘Qf' were known. If the ‘um' are fixed to some value, an optimal solution
relative to the values of the Lagrangian multipliers can be obtained by
decomposing (P.5) into N independent subproblems and solving each of them.
An iterative procedure similar to Everett's procedure (7) for determining
an optimal set of multipliers um's could be used, but this would require
solving N subproblems at each iteration. This is by no means an easy task
because of the size of each subproblem, and an iterative procedure would
be generally computationally infeasible. There might also exist a gap
between dual and primal solution such that:

Max A <Min (Max L(U,X)) (A.26)
U X

Thus, this approach to determine the solution iteratively is abandoned.
Another approach would be to fix all um's to a value of '0', which
results in a complete relaxation of constraints (A.21), solve the resulting

subproblems and then integrate constraints (A.21) into the so]ution. In-
tegration of constraints (A.21) is achieved by finding the K-best solutions

to each of the subproblems, and determining an optimal solution to problem

[P.5) from amongst these solutions. Relaxation of constraint (A.21) results
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in the following N independent subproblems.

Problem P.5.1

L Q
Ma T z f. . .
e g irg %) (h-27)
subject to
C1(X'i) igi,
X =0, 1, fori=1, 2, s N

Since constraints (A.22), and (A.23) consist only of multiple choice constraints,
integrality constraints, and precedence and feasibility constraints, it is

easy to model this problem as a longest path network problem. A network
formulation of problem (P.5.i) is shown in Figure A.1. Source node '51'
represents a starting point. A set of feasible variables 'L1', with respect
to constraints (A.22), is determined from among the variables X 01 where

£ =1, 2, ..., L. Let the number of variables in L1 be equal to m<L. Arcs
originate from node 'Sil leading to nodes 1, 2, ..., m. A new set of feasible
variables is determined from among variables X300 for each node 1, 2, ... m,
and more acrs are added from these nodes m+1,...,n corresponding to the

feasible variables. This process is repeated and new arcs and nodes are

added, until nodes r, r+1...,t are generated for variables X520-1" Arcs

from these nodes r, r+1, ... are connected to a sink node 'ei'. Arc Tengths
correspond to variables xinq and are calculated from the objective function
F1aq(%4)-
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A path from source node 'si' to sink node 'ei' represents a feasible
solution to problem (P.5.1i), and the objective function value is equal to
the sum of individual arc lengths along the path. The longest path from
source node 'si' to sink node Yei' is an optimal solution to problem (P.5.1).
If the networks for each problem (P.5.1) were linked sequentially, (see
Figure A.2) such that e, is connected to Sit] for i=1,2,...,N-1, then the
longest path from source node S to sink node ey is an optimal solution to
a relaxation of problem (P.4) (constraints (A.21) are relaxed). This path
Tength is the sum of the longest paths in the network models.for (P.5.1).
This solution would also be an optimal solution to (P.4) if it satisfied
constraints (A.21), but this would rarely occur. Suppose one determined
the K-best paths (longest paths) corresponding to the network formulation
in Figure A.2, and determined the best path which is feasible with respect
to constraints (A.21). If this could be done, an optimal solution to (P.4)

could be obtained. However, the number of best paths, K, that would have

to be evaluated may be Targe. Note that the number of possible solutions

N

to the entire network of Figure (A.2) is equal to K', where K is the number

of solutions evaluated for each subproblem, and N is the number of subproblems.
Even for small values of K and N this number would be very large, hence the
network model of Figure (A.2) is computationally infeasible.

The longest path network formulation of (P.5.i) is solved by using an
iterative K-shortest path algorithm (11). The network formulation is very
effective for the algorithm, and at most two iterations are required to
obtain the required solutions to (P.5.i). Note that if the nodes are
numbered such that all the arcs lead from a smaller numbered node to a
larger numbered node, then the lower triangular part of the arc length

matrix only has infinity as its elements. Hence, the iterative procedure
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will converge after 2 iterations.

Another method for solving (P.5) is to formulate a 0-1 ILP model using
the K-best solutions to each subproblem. Let K be the number of best solutions
to each of the problems (P.5.i), and let the "K' best solutions to (P.5.1)
be G515 Gips +-ns Gik such that Gy > 312 > .. > Gik. Define a 0-1 variable
Yij for the j-th best solution to (P.5.i) and a Q-component vector Qﬁj such
that Uijq contains the variable xizq in the j-th best solution to problem
(P.5.1). If U;s9 = p, then Xipg = 1 in (P.4). Since only the 'K' best
solutions to each of the problems (P.5.i) are synthesized, the resulting
problem is a restriction of (P.4). This restricted 0-1 formulation of (P.4)

is as follows:

Problem P.6
N K
Max Z = = T G.. - Y.. (A.28)
i=1 j=1 Y N
subject to
K
T Y. =1, for i=1,2, ..., N (A.29)
=1 Y
£z A(U..) - Y.. =b_, form=1,2, ..., M (A. 30)
i3 &n—m 1] m
Y5501, fori=1,2, ..., N

j=1,2, ..., K
where am(gij) is the amount of resource m required for the j-th best solu-

tjon to subproblem i.
This restriction of (P.4) is not only linear but the relaxation, de-

composition, and subsequent synthesis has reduced the number of variables
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from approximately 15000 (N - L *+ Q; N=100, L = 15, and Q = 10) to about
2000 (N * K, N =100, and K = 20). The solution to (P.6) may not be optimaT
for (P.4) because of the restricfed region of (Pi6). The quality of the
solution to (P.6) depends upon the value of K and the nature of constraints
(A.30). Problem (P.6) is a large scale 0-1 ILP and a procedure based on
the concept of an effective gradient (15,1) will be used for its solution.
This solution technique will be heuristic and dual in nature.

A combination of the best solutions to each subproblem (P.5.1) is used
as the initial solution. Hence each Y1-1 are set equal to 1 in the start-
ing solution. Variables in the generalized upper bounding (GUB) constraints
(A.29) are then exchanged such that at each iteration the variable exchange
moves the solution towards feasibility with a minimum reduction in the
objective function value. The effective gradient is defined as follows:

Let the surpTus vector be PS = {PS_} such that
N K
PSm = Max (0, © x

Z\m(u..) Y., -b) form=1,2, ..., M
i=1 j=1

=1] 1] m

If Yik is in the current solution, then the corresponding effective gradient

» 1.
E1 5

M ) o
E'| = mi] Psm . (Am(uﬂ() - Am("[i."k"']))/(a'lk - G_I,k_'_.l)

for i=1,2, ..., N.

There are other heuristics that can be used for this interchange
process. For example, a GUB set to be considered for exchange is such
that deletion of a variable in the GUB set from the current solution results
in maximum movement towards feasibility with a minimum Toss in objective

funtion value. This process of variable interchange within GUB sets is
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continued til1l a feasible solution is obtained. This feasible solution is
improved upon by using a greedy heuristic such that the variable with a
maximum gain in objective function value is added and that variable from the

corresponding GUB set is deleted from solution without destroying feasibility.
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REHABILITATION AND MAINTENANCE SYSTEMS
(DISTRICT TIME OPTIMIZATION)

B.1: PROGRAM INFORMATION

Authors: Shashikant Sathaye
C.V. Shanmugham

Installation: Amdah1 470V/6, Data Processing
Center, Texas A&M University, College
Station, Texas

Language: Fortran IV

Date Written: Spring 1980

SUBROUTINE SETUP

The program contains the following subroutines: NETINP, NETGEN, FEASBL,
DSHPTH, DSWP, XMULT, TRACE, RESINP, EFGRAD, SORTI, NIMGRD, FCNSRC and RESULT.
The structural relationships between subroutines are shown in Figure B.1.

The program runs in two phases; a network modeling phase and a resource
synthesis phase. These 2 phases operate independently, but the output

from the first phase is used as input to the second. The proper sequence

of execution is controlled by the MAIN program. The subroutine NETINP reads
in resources requirements and availability (except capfta]) and all the other
data required for network formulation.

The subproblems are independent and can be solved separately. Subroutine
METINP is structured such that each subproblem data is separately read into
the program and at any one time, data for only one subproblem resides in the
computer core. This aids in reducing the computer core storage requirements.

After data for a subproblem is read into the program, subroutine
NETGEN is executed. This subroutine is used to construct longest path

network models of the subproblems. The longest path network models of the
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MAIN

_‘{ SMULT !

NETINP NETGEN |—e FEASBL
= KsHPTH DSHP
TRACE
RESINP |— ErarAD — soRTI
|— s FCNSRC
RESULT

Figure B.1 - Structural Setup of Subroutines



subproblems are solved using a K-shortest path algorithm and subroutine
KSHPTH is used for this purpose. The network modelling section operates

on each subproblem data and the desired solutions to the subproblems are
generated. At the completion of network modelling phase, control is
transferred back to the MAIN program. Then the MAIN program calls the syn-
thesis section. Subroutine RESINP is used for budget data input to the
synthesis section. The solutions to the subproblems are transferred to

the synthesis section through a COMMON block. Resource data is read into
the program in subroutine RESINP. Then subroutine EFGRAD is executed and

a good initial solution is generated. This solution is improved in sub-
routine FNSRC to generate a near optimal, if not optimal, solution. Finally,

the subrouting RESULT prints out the optimal solution, if it exists.

Subroutine NETINP

NETINP reads the resource requirements and availability. It also
reads in the gain-of-rating matrix, maximum rating available, pavement

survival fractions. It calls on NETGEN to generate the feasible network

for a highway segment.

Subroutine METGEN

This subroutine is used to generate a network for each highway segment
such that each path in the network from the source to the sink (node 1
to the largest node) represents a feasible set of variables with respect
to the constraint matrix. After a network has been generated, NETGEN calls

on KSHPTH (a K-shortest path algorithm) to determine the K-best paths.
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Subroutine FEASBL

Called from NETGEN, this subroutine generates a set of feasible alter-

natives at each vertex in the network.

Subroutine KSHPTH

The set of subroutines KSHPTH, DSWP, XMULT and TRACE runs Shier's

(46) algorithm to find the K-shortest paths.

Subroutine RESINP

This subroutine is used to read in the budget available for the years
in the planning period. It also sets up the resburce requirements and avail-

ability matrix for all the years.

Subroutine EFGRAD

The set of subroutines EFGRAD, SORTI, and MINGRD generates an initial

solution to the problem.

Subroutine FCNSRC

From the initial solution generated earlier, a subroutine FCNSRC
determines an optimal, or near optimal solution, to the multiperiod highway

maintenance problem.

Subroutine RESULT

RESULT prints out the optimal decisions, i.e. the maintenance strategies
to be used in the planning period for each highway segment in the district.
It also prints out the resource utilization for each and everyone of the

resources in the planning period.
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B.2: DESCRIPTION OF INPUT DATA

The following instructions must be followed for the proper execution

of the program:
The value of an entry classified as an integer must be entered right-

justified in the designated columns. The value of a real variable should

be entered within the designated columns, with a decimal period. A1l

alpha numeric variables are entered, left justified

CGARD A (one card only)

The problem parameters are entered in this card.

Column Variable Description Type
6 - 10 NH Number of highway segments Integer
11-15 NS Number of maintenance stra= Integer
tegies excluding the "Do
Nothing" alternative
16 - 20 NDIST No. of distress types Integer
21 - 25 NT No. of years in the plan- Integer
ning period
26 - 30 NM No. of material resources Integer
31 - 35 NE Number of equipment Resources Integer
36 - 40 MN No. of manpower types Integer
41 - 45 NTYP No. of Highway types -
(Currently set as 2) Integer
46 - 50 KPATH No. of best solutions gen-
erated for each segment Integer

CARD B (NS number of cards)

The names of maintenance strategies and the cost of applying a strategy

on a segment of one mile long and one foot wide are entered in the set B.

One card for each strategy J.

(Subproblem)
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Column Variable Description Type
6-25 -- Strategy Name Alpha-Numeric

26-40 A (J,1,1) Unit-Cost/mile-foot real

CARD C (NDIST Number of Cards)

The names of distress types are entered in this set. One card per

distress type.

CoTumn Variable Description ' Type
6-25 -- Distress Type Alpha-Numeric

CARD D [(NM+NE+MN) Number of Cards]
The resource types (excluding budget) and their availability per mile-

foot of segment in the district are entered in the set D one card per

resource, J.

Column Variable Description Type
6-25 ~ -- Resource Type Alpha-Numeric
26-40 BRES (J,1) Availability (Qty/ Rea]l
Mile-foot)

CARD E (NS Number of Cards)

The material requirements associated with each strategy are input within
data set. If the materials types are less than 10, use one card per strategy,

J. Otherwise, use I#g—| + 1 number of cards. In the second case, the total

number of cards will be NS * (| | + 1).
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Column

11-17

18-24

74-80

CARD F

The machinery requirements are input in this data set.

Variable

A(J,2,1)

A(J,3,1)

A(J,11,1)

(NS Mumber of Cards)

Description

Material 1 requirement
for strateqy J

Material 2 requirement
for strategy J

Material 10 requirement
for strateqy J

of cards needed see section CARD E and replace NM by ME.

Column

11-17

18-24

74280

Variable

A(J,NM+2,1)

A(J,NMH3,T)

A, NMETT,T)

CARD G (NS Number of Cards)

The various manpower requirements are input in this data set.

number of cards needed, see section CARD E and replace NM by M.

Column

11-17

18-24

74-80

Variable

A(J ,NM+NE+2,1)

A(J ,NM+NE+3,1)

A(J,NMENE+11,1)

73

Description

Equipment 1 requirement
for strategy J

Equipment 2 requirement
for strateqy J

Equipmeﬁt 10 requirement
for strategy J

Description

Manpower 1 requirement
for strategy J

Manpower 2 requirement
for strategy J

Manpower 10 requirement
for strategy J

Type

Real

Real

Peal

In the number

Type
Real

Real

Reé]

In the

Type
Real

Real

Real



CARD H

(NS Number of Cards)

The gain of rating matrix (strateqy vs distress type) is entered in

this set.

number of cards required and replace NM by NDIST.

each strategy.

Column

11-17

18-24

74-80

CARD 1

Variable

RIMP(J,1)

RIMP(J,2)

RIMP(J,10)

(NH Number of Cards)

Description

Gain of rating for dis-
tress 1, when strategy
J is applied

Gain of rating for dis-
tress 2, when strategy
J is applied

Gain of rating for dis-
tress 10, when strategy
J is applied

If NDIST is greater then 10, see section CARD E, to find the

A new card is used for

Real

Real

Real

This data set describes the current pavement quality, with respect

to the distress types.

for the number of cards required.

Column

11-17

18-24

74-80

Variable

RC(I,1)

RC(I,2)

RC(I,10)

If NDIST is greater than 10, see section CARD H,

Use a new card for each segment I.

Description

Current pavement rating

of segment I for distress

type 1

Current pavement rating

of segment I for distress

type 2

Current pavement rating

of segment I for distress

type 10

74
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Real

Real
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CARD J ((NS*NT) Number of Cards)

The pavement deterioration fractions are entered in this data set.
The data is grouped into NS number of sections, each section having NT
number cards. If NDIST is greater than 10, each section will have ]?%—I + 1

number of cards. A new card will be used for each strateqy J and a year L.

CoTlumn Variable Description Type
11-17 RDET(J,1,L) Pavement deterioration frac-
tion of distress type 1, for Real
strategy J and year L
18-24 RDET(J,2,L) Pavement deterioration frac-
tion of distress type 2, for Real

strateqy J and year L

74-80 RDET(J,10,L) Pavement deterioration frac- Real
tion of distress type 10, for
strategy J and year L

CARD K (NTYP(=2) Number of Cards)

This data contains the feasible set of maintenance strategies for the
two highway types. 1 implies feasibility and 0 implies infeasible strateqy.

Nne card for each type I.

Column Variable Description Type
6 - 10 IY(I,1) Indication if strategy 1 is Integer

feasible for higway type I

11 - 15 IY(1,2) Indicator if strategy 2 is Integer
feasible for highway type I

76-80 1Y(I,15) Indicator of strategy 15 is Integer
feasible for highway type 1
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CARD L (NH Number of Cards)

The highway segment information are entered within data set.* One card

for each segment I.

Column
6-8
9-10

11-35

39-45

46-51

NT

CARD M (j=5| + 1 Number of Cards)

Variable

ITYP(1)

L1(1)

L2(1)

Description

Segment Number

Highway type of seg-
ment 1

Identification of
Segment 1

Length of segment
I, ?mi1es)

Width of segment
I, (feet)

_Type

Integer

Integer

Alpha-numeric

Real

Real

The budgets for each and every year of the planning period are entered

in this set.

CoTumn
6-15
16-25

66~75

Yariable
BRES (1,1)
BRES (1,2)

.

BRES (1,7)

Description
Budget for year 1

Budget for year 2

Budget for year 7

76

Type
Real
Real

Real






APPENDIX C
INPUT AND OUTPUT OF THE COMPUTER PROGRAM
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INPUT DATA FOR EXAMPLE PROBLEM
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AADANEONOL111111111222222222233333333334444444444555555556556666666666TT777T
12345678901 2345678901 2345678901234567839012345678901234567890123456739012345

TATAAAT I AMAAAMMMIMoOIOIIVIUODOIUUIIDIIUVUINOANOADTITTID LD p

15 8 65 10
FOG SEAL
SEAL COAT
DGPMS
THIN DVERLAY
MODERATE DVERLAY
HEAVY OVERLAY
LIGHTDUTY RECDNSTRUC
HEAVY DUTY RECONSTRT
RUTTING
ALLIGATOR CRACKING
LONGTUD. CRACKING
TRANSVERSE CRACKING
FAILURES/MILE
SERVICEABILITY INDEX
SURFACING AGGREGATE
ASPHALT CEMENT
AGGREGATE(ITEM 3402)
AGGREGATE [TEM 290
GRADER
PICKJP
LOADER
TRUCTK
ROLLER
SPREADER
LAYDOWN MACHINE
ASPHALT DISTRIBUTOR
GRADER OPERATOR
LOADER OPEIATOR
TRUCK OPERATOR
ROLLER OPERATOR
SPREADER 0PERATGR
LAYDOWN MC. OPERATOR
ASPHALTDIS. OPERATOR
GENERAL LABOR ,

1 0.000 0.400
9,500 0.800
0,000 3.000
04000 1500
0eND0 4.100
0.000 B8.100
10,000 1.500
0.000 14500
D.000 0,008
0.000 0.012
0,000 0111
0.000 0.111
0,370 0.222
0,000 0.333
0.667 0.667
1,000 0.778

D NP PN =0 NIO S W

0.000
0.000
20.000
29.300
80.500

a8 8
56,000
214.000

950.G600

925,000

2000.000
3549.000

944,000

2600.000

15.000
25,000
25.000
20,000
40.000
50.600
9,500
4.600
B87.7T00
B87.700
0.700
0.700
0340
0.840
1000
0.340
0.170
0.340
0.700
0.340
0.840
1.000
1340
0.850
0.670
16460
C.000
0.000
0.000
0,000
0.000

29.300132.000

0.000

0.000

294300143.,000

0.000
0.012
0.000
Q0.000
0.000
0.000
0.333
0 L] 33-3

79

0.017
0.060
0.,278
0.278
0.556
0.834%
1.667
3.5611

0.000
0.02%
O.111

Ou111

0.222
0.333
1.000
le111

15

C.000
0,012
0000
0.000
0.000
C.000
0.333
0.000

0.000

- 04000
‘0056

0.056
0a1V%1
0.168
0,000
0,056

0.008
0.012
0.056
0.056
0.111
0.168
0+333
0.000



AAN00NN09111111111122222222223333333333444444444455555555556666666666777777
123456789012345678931234567890123456789012345678901234567890123456739012345

0.000 0000 0.017 0,000 0.000 0.000 0.016 0.008
0000 0012 O 060 0,024 0. 048 0,000 0.024 0,012
GaN00 0000 0.278 Galll 0.000 0280 0056 0.168
0000 G000 0«278 Ol 00600 0.280 2,056 0.168
G.000 0000 0+556 Qe222 0.000 D+s560 0111 0.336
Q000 0000 0.B3% 0,333 0.000 0,840 De168 0.504
OebB57 Na333 1e567 1.000 1.332 D000 D666 f 550
1000 0333 3.611 1.111 0.000 e 280 0,056 1.818
0.000 5.000 5,000 5000 2000 2000

0+000 154000 15000 {5,000 10.000 2000

13.000 19.000 19.000 19,000 24.000 45.000

13,000 20000 20.000 20,000 25.000 45.000
154000 25,000 25.0C0 20,000 30.000 50.000

15,000 25000 254000 20,000 35.000 50,000

152000 25000 25.000 20,000 40.000 50.000

15000 25000 25,000 20.000 40.000 50,000

10000 5000 20,000 17000 20,0019 12.000

10000 154000 25.000 20,000 40.0300 3.000

10000 104000 15000 £3.,000 404,000 02000

104000 20000 20,000 20,000 40.000 0.000
107900 25.000 25,000 20,000 40.000 0.000
10.000 25.000 25,000 20,000 40.000 D000

B.000 D+000 10.000 20,000 10,000 0. 000

10.000 15,000 25.000 20,000 20.000 0.000

15000 25000 5,000 5,000 40,000 42.000

15000 25000 25.000 20,000 40.000 47.000

15200 25,000 25,000 17,000 40.000 47.000

15.000 25.000 25,000 17.000 40,000 49.000

130100 25,000 25,000 20,000 40.000 50,000

B.0200 5000 0,000 17.000 20.000 0.020

10000 102,000 10,000 8,000 20.000 0000

1.005 1.000 1000 1.000 1000 1000

Ce992 N,999 04999 0,999 0.999 0,900

Qe998 Qe 998 06790 04560 0.998 0700

0.997 0.870 0.500 0530 D670 0.500

05690 0e620 0500 N.390 DeHT0 0. 400

0570 J=500 0,210 0,190 Ne330 0300

0.480 04250 G.000 0.060 0330 0.200

0.260 0.080 Je000 Q.050 0«000 0100

0.170 0.000 0.000 0.000 B.000 0.100

D,140 G000 0,000 0.000 C.000 0,000

1000 1000 1.000 1,000 1000 1.000

0e330 2ea940 0.930 0,920 0999 0900

G«310 0e830 0,880 0.860 0.998 0,700

0.8980 0890 C.870 0.85%0 O.780 0500

D780 0650 Q670 0670 O0«470 0+ 400

0,310 0.280 0370 0.380 0.220 0.300

Ne22D 0.250 0«320 0,330 0e200 0.200

N«150 04150 0.180 0.180 0.100 0,100

0070 0,020 0.090 0050 O«040 0,100

0.050 0e0OT70 0.070 0.0860 0.010 0,000

-
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AI9NACHANI 1111111122222 22222333333333344444%4444455555555556666666666T77777
12146673901 2345571G01 23456 7990123456789012345A78901234567890123456789012345

1.000 1,000 1,000 1.000 1,000 1.000
Ne099 0.999 0.999 0,999 0.999 0999
06938 2.890 0.998 0.998 0.998 0,998
04997 0.820 0997 0997 0.997 0,900
0.830 0.730 0.996 0.996 0,996 0.800
De78B0 0oR70 0750 0.830 0.995 0.700
Ne450 D670 0,500 D670 0.994 0,600
0e250 0670 0500 0,670 0.330 0.500
0.250 0,670 0250 0.330 0.330 0.300
De250 No360 0,000 0000 0,330 04300
1030 1,000 1,000 1.000 1,000 1,000
0999 0.999 0.999 0,999 D999 0.999
0.998 0.950 0930 0.940 0,998 0.998
NeQY97 0,910 0.930 0.940 04890 0,900
0,730 DN.900 04400 0.830 0.539 0.800
04750 0610 04140 0,180 0.230 0.700.
0.750 D0.560 0.140 0,180 0.160 0,600
D750 0,550 04120 0.180 0,150 0,500
D+750 06510 0.070 D0.060 0,130 0.400
0.750 0.280 0.020 0,010 0,080 0.300
1,000 1000 1000 1,000 1.000 1.000
0e939 0,999 0.999 0,999 ° 2.999 0.999
0.998 0,998 0.%$8 0.698 0.998 0,998
DeQ97 0.997 0997 04997 1,000 0D.997
0.996 0.770 0996 0.996 04770 0.900
NeB830 0,640 0.330 0.630 0.510 0.800
De717 04580 D110 D260 0.480 0,700
0.660 0530 0000 0.220 02360 0.600
0.529 0,510 0,000 ©0.110 0,330 0.500
04330 D.380 04000 0a040 0.240% 0.500
1.000 1007 1000 1,000 1,000 1,000
D999 (.999 0.999 0.999 0,999 0.999
NeTF98 0,998 0,998 0.998 0.998 0.998
0sO97 06997 0.997 0.997 0.997 0.997
0.996 0,996 0.996 0,996 0,996 0.996
Qe 995 0.710 Qe 330 0330 0:750 0600
0,994 0,620 0.330 0,330 0,590 0,900
04993 D440 0,280 0.280 0,500 0.800
Ne097 04290 0,170 0,170 0,500 0,700
0e991 06290 Qo170 0,170 0,480 0,600
1000 14000 14000 1,000 1,000 1.000
06999 0,999 0.999 0,999 0,999 0.999
N,998 0,998 0.998 0,998 0,998 0,998
0,997 0997 0997 0.997 0.997 0.900
De9F6 0,996 0,996 0,995 0,996 0.800
0729 0.2490 02995 0995 0.470 0.700
NeBTO 0,360 0,994 0,964 0,380 0.500
Ne380 N.360 0,993 0,993 06320 0.500
0.500 0360 0.650 0,650 0,270 0,400
0.570 N,200 0,600 G.600 0.270 0.300

Q-LC._L.Q-L-L'\.L.LC.C..(..\:,L(..&..LL.‘.‘.LLL.L‘..L’«L.L.Q-LQ.&.QC—LL&.LLLL#.L.LC—%L\'—.LQ
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1730029000111111111122222222223333333333444444044455555555556666656666877T7T777
123456789012345678901234567890123456789012345678901234567890123456739012345

RSO S S A O A s ou e e i e S SRR SR S S SO S

—
OO XD ND U R Wy~

—
Y]

-
N & W

1.000
03939
0+998
0e997
0996
D720
Q.5670
Ge5390
0«50
D500

1 0
i 1
105 79
1Us 77
1US 1990
254 0O5SR
25H QSR
2FM1 696

2FM 1791

2FM2821
154 30
15H 36
1us 239
Lus 79
1SH 36
25H 0OSR
2FM 908
1202000
1270000

1.000
D999
0.398
0,997
0e996
De«490
0. 360
0360
0.3690
0290
1 1
i 0
MILAM
MILAM
MILAM
MAD I SON
MADISON
WA_KER
WALKER
WA_KER
WALKER
BURLESON
WASHINGT
MILAM
BURLESON
BRAZ0OS
MILAM
1270030
1270000

1.000
0999
0.998
0.997
0996
Ns955
0.994
0.993
0.650
J.600
1
1

CN

1.000
0999
0.998
0.997
0.996
0,995
0994
0,993
0e6SN
0.600
1
1
0204=05
02NGm0%S
0815=02
0475=04
0475=03
1809=02
1706=01
2305=01
0212=02
0816=03
0114=09
0204=08
0186=02
0475=02
c85A=02

1130000
1270000

82

1.000
0.999
0.998
0.997
0.996
Cel70
0+360
0.320
D270
0.270
1 0
1 1
4 +530
12.320
3.620
T7+000
2+ 260
13.800
12,370
34340
74390
12,010
G021
S.640
G320
6.670
74490
1200000

1.000
C.999
0998
0.900
0.800
0,700
0.600
0.500
0.400
0,300
1
0
26000
28.000
26.000
20.000
22,000
20,000
22.000
24,000
26.000
26,000
252000
26.000
26.000
20.000
20.000
1270000

1270000

1270000



OUTPUT DATA OF EXAMPLE PROBLEM
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¥8 .

3LE C.1
REHABIL ITATION AND MAINTENANCE SYSTEM
(DISTRICT TIME JIPTIMIZATION)
TEXAS TRANSPORTATION INSTITUTE

TEXAS AEM UNIVERSITY
COLLEGE STATIONs TEXAS 77843

HIGHWAY TVYPE LENGTH WIDTH STRATEGY USED AY TIME PERIOD BENEFIT
SEGMENT {MILE) (FEET) i1 2 3 4 S5 & 7 B 910

1 o1 453 26400 4 0 0 3 0 1 3 1 3 0 1050S7.

2 o1 12.32 28.00 s 0 0 &+ 3 3 1 3 ©v+ 0 293805.

3 o1l 362 26.00 $ 0 0 1 3 3 1 3 1 o0 80869

4 02 7.00 20.00 2 2 7 o 0 0 9 5 o0 o0 95055

S oz 2426 22.00 3 r o 0o 0o 0 8 0 0 O 34148.

6 02 13.80 20.00 i *r 1+ 1 1 3 2 3 1 o0 154632,

7 02 12.37 22.00 8 o 0 o 0o B 0 0 0 O 205312,

8 0z 3.34 24.00 8 o 0 o 0o 8 0 O O O 54063,

9 01 7«39 26.00 4 3 0 1 3 3 1 3 1+ O 159995,

10 01 12.01 26.00 i 1 1 4 O O O 5 0 O 285163.

11 01 9«02 26.00 1 4 0 0 0 3 5 0 0 O 215346,

12 01 Se64 26.00 $1 3 o 4 O 0 O S5 O O 135313.

13 o1 Q9«32 286.00 1 3 6 0 O 0 6 0 0 O 228602

14 02 Ge67 20,00 8 0 0 0 0 66 0 0 0 O 99983.

15 02 Ted4 20.00 2 $ 0o 2 3 3 2 3 v 0 795664 .

2227004



S8

RESJURCF

n & wWwn

OO ~N»

10

12
13

14
15
16
17
18
19
20
21

AVAILABLE

BUIGET

26457,
12811.
244243,
244243,

194G,
1949,
947
2339,
2785,
947,
473
947,

1949,

947
2339,
278Se
3732.
2367
1866,
4623

TABLE C.2

PERCENTAGE UTILIZAYION OF RESDURCES
IN THE PLANNING PERIOD

UNIT 1 2 3 4 S 6 7 8 9 17
DOLLARS 1202000s 1070000e 1140000s 1200000es 1270000e 1270000 1270000+ 1270000, 1270000s 1270030,
9856 66691 98457 47.93 1723 9669 94,24 98462 3.4l %00
TONS 20e14 22433 0. 00 Se.18 36471 A3.67 Ge 17 60439 Te 27 3420
TONS 19430 15456 19+ 01 14,53 6438 23.08 19.73 21485 1«26 0.00
TONS Te81 4460 11.07 4460 0.00 6e17 1621 1154 0400 0«20
TONS 0.00 283 B8e 65 000 0.00 0400 0400 0.00 000 0420
EQe—-DAYS 16662 0400 0,00 0.00 0.00 16,91 2455 0.00 0. 00 0420
EQe—-DAYS 21403 3.69 5490 3436 0¢63 2015 9407 6452 0e12 0.00
EQe~DAYS 1714 079 0«00 Oel8 130 19.67 285 2415 0e25 0«00
EQe—-DAYS 43.85 Bea7 12431 7.18 2462 44430 19+ 06 15«78 0652 0+00
EQe—~DAYS 20.47 2481 .13 2436 0.88 20479 Tel3 Se29 0.17 0«00
EQe-DAYS 17.14 0«79 0.00 0e.18 1«30 1967 285 2415 0425 0e20
EQe ~DAYS B8e86 6074 12419 6465 0.00 4 439 12469 11.38 0. 00 0«00
EQe—-DAYS 21.82 4.28 6410 3456 1«30 21 « 86 9473 Te84 025 0«00
MAN-DAYS 16662 0«00 000 0.00 0.00 16491 2455 0«00 000 0.00
MAN-~DAYS 17.14 0e79 0.00 0el8 1«30 19.67 2485 2e15 0+ 25 0.00
MAN-DAYS 43.85 Bea7 12431 7«18 2462 44 .30 19.06 15.78 0e52 0.00
MAN=-DAYS 20647 281 4.13 2436 0.88 20479 Tel3 Se29 0el7 0«00
MAN-DAYS 17.40 0+80 0«00 0019 1e32 1996 2489 2.18 0«26 0.00
MAN-DAYS 8.86 674 12425 6465 0.00 4,43 12,77 1138 0+ 00 9400
MAN-~DAYS 19.90 24648 309 2403 132 21 .08 6466 S.07 0e25 0.00
MAN-DAYS 20612 2426 3.76 2e11 0427 19.46 6e74 3e94 0.05 0«00



APPENDIX D
LISTING OF THE COMPUTER PROGRAM
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OO ANHOANONOOAONND

NDOOOON

500
510
520
530

FER SRR E RN SRR R R R RS R SR R R SRR BUE VAT FE R SRR B AR R R SR K E KX R R RS SR kA RE Rk

REHABILITATION AND MAINTENANCE SYSTEM
ODISTRICT TIME OPTIMIZATION — PROGRAM 1
TEXAS TRANSPORTATION INSTITUTE

TEXAS A&M UNIVERSITY
COLLEGE STATIONs TEXAS 77843

AUTHORS 2 SHASHIKANT SATHAYE
CHIYYARATH Vs SHANMUGHAM
INSTALLATION 2 AMDAHL 470V/6
DATA PROCESSING CENTER
TEXAS AEtM UNIVERSITY
3 FORTRAN 1V

LANGUAGE

DATE WRITTEN SEPTEMBER 1980

SRR AR BB AL RS R AR SR AR KB R AR A X R R R RS C R RS E RS R S h ke kk Sk E

CALL NETINP
CALL RESINP
CALL EFGRAD
CALL FCONSRC
CALL RESWLT
sTOP

END

SUBROUTINE NETINP
SUBROUTINE TO INPUT NETWORK lNFdﬂNATlON

READ IN RESOURCE AVAILABILITY, RESCURCE REQUIREMENTS,

GAIN OF RATING MATRIX. CURRENT RATING OF HIGHWAY SEGMENTS

RE AL Li., L2

COMMON /Al1/ NHas NSe NT, NDIST, NRES, NTYP, KPATH»
1 L1(20), L2(20), KTYP(20)

COMMON /A2/ B(25+10)s R{15})¢ RTOL(15510)¢ RIMP(15.25),
1 IXF{(15)s RMIN(1S¢10)s ROET(1S+15+10)
COMMON /A3/ NM, NEe MN, X

COMMON /B8S/ BRES{(25,10)s A(20+25,10)

OXIMENSION RC(20+6)s IY(2,10)

FORMAT ( SX. 1SIS )

FORMAT ( 2S5Xs F15.3 )

FORMAT ( 10Xe 10F7.3 )

FORMAT ( 8Xs I2¢ 28Xs 2F 743+ 14Xe 2F743 )
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READ (1+500) NHs NSes NDISTe NTo NM, NEs MNs NTYPs KPATH
C WRITE (6.500) NHe NSe NDIST, NT, NMs NEs MNs NTYP, KPATH
NS = NS + 1|
NRES=NM&t NE+MNS 1
DO 2100 4 = 2+ NS
READ (1510) A(Jslrl)
WRITE (6:4510) ACJel1l)
2100 CONTINUE
DO 2200 K = 1s NDIST
READ (1.,510)
WRITE (6,510)
2200 CONTINUE
DO 2300 J4 = 2+ NRES
READ {1.510) BRES(J+1)
WRITE (6+510) BRES(J.1)
2300 CONTINUE
NR = NM + 1
DO 2400 J = 2+ NS
READ {€1:520) { A{J2Ksl)e K 2s NR )
WRITE (6+520) ( AlJeKsl)e K = 24, NR )
2400 CONYENUE
NK = NR + 1
N& = NR + NE
DO 2500 4 = 2+ NS
READ {(1+520) £ A(JsKel)e K = NKs NR )
WRITE (6520} ( A{J«Kelk)s K NKs NR )
2500 CONTYINUE
NK = NR + 1
DO 2600 J = 2¢ NS
READ (1520} ( A(JesKsl)se K
WRITE [66520) ( AlJeXells K
2600 CONTINUE
DO 2700 J = 25 NS
READ (15200 € RIMP(JsK)y K = 19 NDIST )
WREITE (6:520) { RIMP{J+K)ls K = {15 NDISTY )
2760 CONTINUE
DO 2800 I = 1, NH
READ (1.520) { RC{I+K)y K = 1o NDIST )
WRITE (6+520) { RC(1+K)s K = 1s NDISY )
2800 CONTINUE
DO 2900 J = 24 NS
DO 2900 L = Ll NT
READ {(1+520) { RDET(JeKelL): K
WRITE (6+520) { ROET(JsKslL)s K
2900 CONTYINUE
DO 3000 T = 1ls NTYP
READ (1500) { LY¥Y(IsJd)s 4 = 1s NS )
WRITE {6,500) { IY{I4Jd}s J = 1le NS )
3000 CONTINUE
DO 20 J=2sNS
DO 20 K=1.NDISY
DO 25 L.=]1eNT
25 ROET{ o KoL )ZRIMPINS yK}ISRDET{ JsK,L)
20 CONTINUE
DO 30 K=1eNT

NKe¢ NRES }
NKe+ NRES )

W

e NDIST )
1« NOISY )

b
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(a N oy

(sl aNals]

30

3200

3300

3500

500

135

145
150

160

00 30 J=1.NDISTY

RMIN(JeK)=0cA8RINP(NS,J)
RTOL(JsK)=0, 88 RIMP{NS,J)

X=0

DO 3500 I = 1l NH

READ (1530) ITe L1(I)s L2(I)se TRAF, ENVR
WRITE (6530) 1T, L1(1), 1LL2€C1)}s TRAF, ENVR
ITYP(I) = IT

NDIST = 6&

IF ( ITa EQe 2 ) NDIST = S

DO 3200 J = 1« NS

IXFC2) = IY(IT.J)

CONTINUE

b 4 = X + L1(I) * L2(1)
DO 3300 K = 1, NDIST

RCK) = RC({1,K)

CONTINUE

GENERATE A FEASIBLE NETWORK FOR HIGHWAY SEGMENT I

CALL NETGEN (I)
CONTINUE

RETURN

END

SUBROUTINE RESINP

READ IN BUDGET AVAILABILITY AND SET UP THE RESOURCE

REQUIREMENT AND AVAILABLITY MATRICES FOR ALL YEARS

REAL Li., L2

COMMON /Al/ NHs NSe NTe NDISTe NRESe NTYP,
L1{(20), L2(20)s ITYP(20)

COMMON 7A3/ NM, NEs MN, X

COMMON /BS/ BRES(25.10)s A{(20.25410)

FORMAT {( SXo 7F10.0 1}

READ ({1+500) ( BRES{lsL)e L = 19 NT )

WRITE (6+500) ( BRES(1l.L)e L = 1o NT )

00 135 Js=2+NRES

BRES{J+1)=X*BRES{J,1)

DO 135 K=1,NT

BRES{JsK)=BRES({(Jel)

DO LSO I = 2+ NS

DO 145 J=1.NRES

DO 145 K=2.NT

A{ll o JeK) =107 Al s JeK~1)

CONTINUE

DO 1680 JU=1.NRES

00 160 K=]1,4NT

AllsJdeK)=0,

RETURN

END

39

KPATH,



(s alols}

20
22
21

25

30

i

1

SUBROUTINE FEASBL (ITIME.INQCDE)}

GENERATE A SET OF FEASIBLE ALTERNATIVES AT EACH VERTEX OF _

THE NETWORK FOR HIGHWAY SEGMENT I

REAL L1, L2
OIMENSION RR(20)
COMMON /Al/ NHs NS,
L1{20),
COMMUN /7A27 B(25.,10)
IXF{15)},

NTIME(20)
NTe NDISTe. NRES.,

L2(20),
s R(1S5),

RMIN(15410) .

COMMON /837 RATNOD(2500.10).

RATINP{25+50) 4

INDEX=0
NSTA=NSTAT({ INODE)
DO 4 K=1.NOIST
RTTL=RTOL{K.IT IME)

ITYP{(20)

RTOL{15+10Q)
RDET(15¢15.10)

IX(2S),

IF(RATNOD{INODE K} +sLTLRTTL) GO TO 4

INDEX=INDEX+#1
CONTINUE

00 6 I=] «NS
B(I ITIME)=0.
IX{I)=0
IX{1)=1

IF(INDEX.GE«NDIST) GO TO 200

IX{1)=0

DO 21 J=1.NDIST
NTIME{(J)=NT

DO 20 K=1eNT
IK=K

IF{RATNOD(INODE+ ) s GT.RDET(NSTAJ«K}) GO TQ 22

CONTINUE
IF(NTIME(J) e GT «K)INTI
CONTINUE

IK=NT

DO 30 K=1.NDIST

ME{ J)=K

NTYP, KPATH,

NLIF{25),

NSTAT(2S00)

IF(ROETINSTAWK sNTIME(K) ) +LT<RMIN(KSITIME)) GO
IF{RATNODO(INODEsK) «LToRMIN(K.ITIME))
RATIMP(1K)=RDET(NSTAKNTIME(K)} )-RATNOD(INODE.K)

IF(RDET (NSTA K ¢+ IK) cGT<RATNODC(INODE«K)) RATIMP(1.K})=20,

GOTO 8

RIMP(15¢25),

YO 8

BU1+ITIME)=B(1,ITIME)+RATNOD{INODE K )—RMIN(K .« ITIME)

CONTINUE
IX(1)=1
NLIF(1)=1+ITIME
DO 100 I=2.NS

IF{IXF({I).EQsC) GO TO 70

NLIF({)=NT
IX{1)=t
NTT=ITIME+]
INDEX=0

DO S5 K=1NOIST
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RMAX=Z 1a6%RIMP{(NS,K)
RRIK)=RATNOD{ INGDE K )#RIMNP( I oK}
IF{RRIK) «LT.RMIN(KNTT}) GO TO 70
IF{RR{K) +sGE+RMAX]) INDEX=INDEX+1
S CONTINUE
IF{INDEXGE-NDIST) GO TO 70
DR 300 K=14NDIST
NTIME (K ) =NT
DO 250 JT=1sNT
IF(RRIK) «GT RDET{I+KeJT))IGO TO 255
250 CONTINUE
29SS IF(NTINME{(K} sGT <JT)INTIME(K)=UT
300 CONTINUE
DO 60 IK=1,NDIST
IF{RRIIK)aGT 2R IMP(NS o IK}IRAR{ IK)=RIMP {NS,. 1K)
RRM=RR{ IK)
IF{NTIME(IK) aNEel) NTIME{IK}=NTIME{(IK)—1
DO 40 J=NTT,NT
ML IFF=J
1J=J~-NTT#NTIME (IK)
IF(1J-.GE=NY) GO TO 60
RARM=ROET (I IK, TJ#1)
IF(RRMATRTOL(IK»J)) GO TO 45
40 CONTINUE
GO TO 60
45 IFUNLIF{I)GT«NLIFF) NLIF(I)=NLIFF
60 CONTINUE
NLIFF=NLIF{I)—-ITINE
DG 80 J=1.NDIST
BUIJITINE)=B(I ,ITIME)#1+/2¢%{RR{UJI+RDETL(I1+J+NTIME(J))I)—RMNIN(JI+NTT)
IF(NLIFF.EQ.Ll) GO TO 85
NLIFLI=NLIF(I)-1
DO 90 IT=NTT.NLIF)
JT=LT-NTT+1+NTIME(J}
90 BLILITIMEI=B(I s+ ITIME)+1 /2% {RDET (s JedT—-1}+RDET{(1:JeJT) )~
LRMIN{JIT+1)
85 IF{RATNOD(INODE«J)«lLTuRMIN(I4NTIT))IBII+ITIME)=
1B(ISITEME)#NLIFFS{RMIN(J,NTT}—-RATNOD(INODE+J})
80 CAONTINUE
DO 75 K=1,NDIST
TJ=NLIF(I)-ITIMNME+NTIME(K)
IF{1J«aGTaNT) [ J=NT
75 RATIMP( I sK)=RDET(IeKsIJ)-RATNOD{INODE,K)
GO TO 100
70 IXC(I)=0
100 CONTINUE
RETURN
200 DO 10 J=L1,NDIST
DG 15 K=1,NT
IK=K
IF(RATNOD(INODE ¢J) «GT-RPET{NSTA.JsK))GO TO 210
15 CONTINUE
IK=NT
210 RATIMP(1+J)=RDET(NSTA3J IK)-RATNOD(INODE ,J)
BU1JITIMNE)=B{l 2 ITIME)#1/2:¥(RATNOD(INDDE¢J)+RDETINSTAJIK) )
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A Naton

ARMINGJS+ ITIME)
10 CONTINUE

NLIF(I}=ETIME+1

RETURN

END

SUBRQUTINE NETGEN (NHIGH)
GENERATE THE NETWORK FOR HIGHWAY SEGMENT NHIGH

EACH PATH FROM SOURCE TO SINK (NODE 1 TO NODE M)
REPRESENTS A FEASIBLE SET OF VALUES WITH RESPECY

TO THE CONSTRAINT MATRLX

REAL Lle L2

INTEGER®2 STNODEs ENNODE

COMMON /ZAL/ NHs NSe NT, NDIST, NRES, NTYP, KPATH,
1 LLI(20)s L2(20)e ITYP(20)

COMMON /7A2/7 B{2S+10), R{15)e RTOL(15:10)¢ RIMPI{15+:25},
1 IXF(315)s RMIN(1S5:10)s RDETY(15+15410)
COMMON /7837 RATNOO(2500+,20), IX(2S5)s NLIF(25),
1 RATIMP(25,50)s NSTAT{(2500)

COMMON /7CL/ RSREQ{20»15510), RESREQ(3000)e CO(20+15)
COMMDN /7C2/7 STNODE(3000)s ENNODE{3000)+s BENARC(3000), NODE(2500)
IARC=0

INODE=0

JNODE=1

NSTAT (UNODEI=NS

DO 1 I=}1,NDIST

1 RATNOD(Leil=R(I)
NODE(LE)=1
2 INODE=INODE+1L

ITIME=NGDE(INODE)

IF{IARC.GT 2995} GO TO 260

IF(ITIMENE«NT ) GO TO 3

FARCSIARCH]

STNODE{ I ARC)=1I NOGDE

ENNODE(TARC)=~1

BENARC(IARC) =1

RESREQ{ IARC})=0

GO TG 101

3 CALL FEASBL{ITIME.INODE)

NCOUNT=0

DO 100 I=1+NS

IFC(IX{1).EQeQ) GO TO 100

JNODE=JNODE+1

IARC=IARCH]

STNODE ¢ IARC)=INDDE

ENNODE (I ARC)=JNODE

NSTAT{UNODE)} =1

EF(NSYAT(JNODE ) «EQel ) NSTAT( JNDDE)=NSTAT{INODE)
NODEJ JNODE ) =NL IF( 1)
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OO O

60

11
100
101
260

300

IF(JNODE.EQ.2000) GO TO 260
IF {NCDE{ JNODE) «LTNT) GO Ta 60
NCOUNT=NCOUNT+1

IF {NCOUNT.GT«1} GO TOD 60

ENNODE{ TARC}=—1

JNODE=JNODE-1

BENARC( IARC)=B( I, NODE ( INDDE) )
RESREQ{ I ARC)=I

DO 11 J=1.NDIST

RATNOD{ JNODE ¢ J )=RATNOO( INDDE « J} #+RATIMP{1 + J)
IF (RATNOQD{ JNODE ¢ 4) «GE«100s) RATNOD(JINCDE +3)=1004
CONTINUE

CONTINUE

IF{ JNODELGT.INODE) GO TO 2

IARC= LARC+1

STNODE (1 ARC) =JNODE +1

NODE ( JNODE+#+1 ) =NT

RESREQ( [ ARC) =0

ENNODE { 1 ARC ) =J NODE

BENARC{IARC)=—~1

CALL KSHPTH(IARC,NHIGH:KPATH + JNODE)

RE TURN

FORMAT(®* *.5X,3014)

RETURN

END

SUBROUTINE KSHPTH (IARCsNHIGH:KPATH .JNODE)

USES SHIER®S ALGORITHM TO DETERMIN THE K~SHORTEST
PATHS THROUGH THE NETWORK FOR HIGHWAY SEGMENT NHIGH

INTEGER LLEN(2500)s LINC(3000), LVAL(3000)s START
INTEGER ULEN(2500)s UINC(3000)s UVAL(3000)s VAL
INTEGER#$2 STNODE s ENNODE

COMMON /B1/ No MUs ML, LLENs, LINCe LVAL, ULENs UINC,
COMMON 7827 INF, K

COMMON /B4a/ START(2501)s INC(S000). VAL{S5000)
COMMON /C2/ STNODE(3000)e. ENNODE{(3000), BENARC(3000]}.,
DO S00 NPN=1.+.2

INF=99999999

J=0

NMU=0Q

M =0

NPREV=0

N=0

IR=0

IR=IR+¥1

IF(IR«GT<IARC) GO TO 30

NA=STNODEC(IR)

IF(ENNODE(IR)<EQ.— 1}ENNODE(IR)=JNODE+]
NB=ENNODE(IR)
LEN=IFIX{(-BENARC(IR)*100.)
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IF (NPN+.EQa2} LEN=-~LEN
IF{NAGT 4N} N=NA
IFINB «GTuN) N=NB
IF(NA EG.NPREV) GO TO 10
IF{NASEQ.NPREV +L])} 6D TO 3
IF(NA.EQ.0) GO TO 30
L1=NPREV+1
L2=NA-1
DO 2 L=0L1.L2
START (L. )=0
ULENIL)=0
2 LLENIL)=0
3 IF(JEQ+0) GO TO S
W ENINPREV)I=JU
LLENINPREVI=JL
S STARYINA)=J+I
JU=0
JL=0
NPREVNA
10 J=t+i
INC(J}=NB
VAL (J)}=LEN
IFINB.GT.NA) GO TO 20
NU=NU+i
UINC{ MU ) =NB
UV AL (MU) =L EN
JUu=Jusl
GO TO 1
20 ML=ML*+1
LINCIML )=NB
LVALIML }=LEN
HA=JIL el
GO TO 1
30 STARTI(NPREVe+1L)}=J#+]
UL EN{NPREV)=JU
LLEN(NPREV)=JL
40 DO 300 I=1.2
IF({ 1 <EGe2) GO TO 101
K=KPATH
NS=JNODE+ 1}
{3=100
CALL DSWP{NS.I13)
60 TO 3090
101 Il=1
I12=KPATH
IF{NPNSEQel) I2=12-1
50 CALL TRACE(NS»: I1+12,TARC.NHIGHsNPN)
300 CONTINUE
500 CONTINUE
100 RETURN
END



SUBROUTINE DSWP (NS,IMAX)
INTEGER LLEN(2500), LINC(3000). LVAL(3000)
INTEGER ULEN(2500), UINC(3000), UVAL(3000), X
COMMON /B1/ Ny MU, MLs LLENs LINC, LVALs ULENs UINC, UVAL
COMMON /B2/ INF,. K
COMMON /B3/ X{(2500415)
Ni=N-1
DO 20 I=1e.N
DO 20 J=1eK
20 X{IeJ)=INF
X{NSs 12=0
ITNS=1
30 IFIN=ML
INDX=1
DD 40 III=1.Ni
I=—III#Ni+1
IF(LLEN(1).EQ.0) GO TO 40
ISSIFIN-LLEN(L ) *1 X
CALL XMULTC(I+ISIFINSLINCoLVAL, INDX)
IFIN=IS—1 '
40 CONTINUE
IF(ITNS.EQe1) GO TO S0
IF{INODXeEQal) GO YO 100
50 ITNS=ITNS#1
15=1}
INDX=1
DQ 60 I=2,N
IF(ULEN(I).EQ.0} GO TO 60
IFIN=IS+ULENC(I )1
CALL XMULTCI.IS.IFINSUINC<UVALs INDX)
IS=IFIN®]
60 CONTINUE
IFCINDX<EQ.l) GO TG 100
ITNS=ITNS+1
IF(ITNS«LTL.IMAX) GO TO 30
WRITE(G6.900) IMAX
900 FORMAT(*NUMBER OF ITERATIONS EXCEEDS®*.I5)
GO0 TO 200
100 CONTINUE
200 RETURN
END

SUBROUTINE XMULY (1«ISeIFINLINCIVAL s INDX)
INTEGER INC(3G00)¢ VALL3000)s A{15)e X
COMMON s/B2/ INF, K
COMMON /7B3/ XI2500+15)
DO 10 J=1.K
10 ACA)=N(E oI}
MAX=A{K]}
DO 100 L=ISIFIN
1I=INCI(L )
Iv=VAL{L)



30

S0
70

80

90
100

it10
120

10

909

15
20

DO 90 M=1,K
IX=X{ILeM)
IF{IX.GE<INF) GO TO 100
IXV=IX+1IV

IF{IXVe GE.MAX) GO TO 100
DO 30 JJJ=2.K
IJ==JJJI+Ke2
IFCIXV=A(J~1)) 30+90,.50
CONTINUE

J=1

JI=K

IF(JJeLEe«J) GO TO 80
A(DI)=ACII-1)

JI=JJ-1

GO TO 70

A{JI=IXV

IND X=0

MAX=ALK)

CONTINUE

CONTINUE

IF{ INDX<EQGel) GO TO 120
DO 110 J=x1.K
X{IsJd)=A(J)

RE TURN

END

SUBROUTINE TRACE (NSsNFPMAXs IARCyNHIGHNPN)

INTEGER P(3000)s Q(3000). PV(3000)s S5TART,s VALs Xe¢ PMAX
INTEGER*®2 STNODE, ENNODE

COMMON /7B2/ INF, K

COMMQON /83/ X(2500+.15)

COMMON /B4/ START(2501)e INC{(S000)e VALI(5000)

COMMON /C1/ RSREQ(20,15,10)¢ RESREQ{3000)s CO(20,15)
COMMCN /C2/7 STNODE{3000). ENNODE{3000)s BENARC(3000), NODE(2500)
DO 10 I=1+3000

P(I)=0

Q(1)=0

pPV(I)=0

JI=1

IFINS<EQeNF) JI=2

NP=0

LAB=X{(NF 2J.J)

IF{LAB.LTINF) GO YO 15

HRITE {(6¢909) NS«NF

FORMAT{1H1s*THERE ARE NUO PATHS FROM NODE®'+14¢*TO NODE®*.14%)
GO TO 200

CONT INUE

KK=1

LAB=X{NF 3JJ)

IF (LAB.EGQ.INF) GO TO 200

LL=_LAB

P{1)=NF
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30 LAST=0Q
40 NT=P(KK)
IS=START (NT}
DO 45 ND=NT,2500
IF{(START(ND#1) «sNELOJ} GO TO 4S8
45 CONTINUE
48 IF=STARTI(ND#1} -1
TI=1S+L AST
50 IF(1L1.GTYLIF} GO T3 90
NI=INC(11)
NV=VAL{I1)
L T=LAB~NV
DO 60 J=1.K
IF(XINI»J}~LT)EOL806s70
60 CONTINUE
70 HI=<II+1i
Ga TO S0
80 KK=KK+1
IF(KK.GT .58} GO 70O 190
PL{KK)=NI
QUK I=TI—-I5+1
PV (KK )=NV
LAB=LT
IF(LAB.NE-0) GO TO 30
IF{NI +NEN5) GO TO 30
NP=NP +1}
IF (NPN.EQa2) NP=PMAX
COUNHIGH «NP ) =0
DA 150 Jd=2.KK
IT=NODELP{J~1})
DO 140 I=1,1ARC
IFL(STNODE(L) sNEP{ J~ 1)1 sORLENNODE (I )e NE-P(J)) GO TO 140
COINHIGH NP )I=COINHIGH NP ) +BENARC{I)
RSREQINNHIGHNP L IT)=RESREQ{ 1)
140 CONTINUE
150 CONYINUE
500 CONTINUE
902 FORMAT{1X«14418.5X,(20151})
990 FORMAT(LIX.2i4.,15F8,3)
555 CONTINUE
IFANP.GE-PMAXY GO TO 230
90 LAST=QIKK}
PL{KK)=0D
LAB=LAB+PVI(KK]}
KK=KK~-1
IFI(KKLGTL0) GG TO 40
Jh=J 41
IF(JJ.GTeK) GO TO 200
GO YO0 20
190 WRITE(6+903)
QD03 FORMAY(1HO+*NUMBER OF ARCS I[N PATH EXCEEDS 50v)
200 IFA{NP .GE.PMAX}) GO Ta 210
IFINP .EQ«0) GO YO 240
DO 220 J=ENPPMAX
COUNHIGH ¢+ J)=CO(NHIGH +NP)
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OO0

230
220
210
240
295

100

1

DO 230 1T=I.NT
RSREQINHIGHs Jo IT)=RSREQINHIGHW NP4 (T)
CONTINUE

REYURN

WRITE (64 995) NMIGH

FORMAT{(*0%,15X»*THERE ARE NO FEASIBLE MAINTENANCE POLICIES FOR®*,

* HIGHWAY SEGMENT NUMBER®,.I15)
XXLi=~]e

XXLL=ALOGEXXLL )

RETURN

END

‘SUBROUTINE MINGRD (RXsNHelJ)

i

1

DEMENSIOUN RX (NH)
TIN=RX{1)

1J=1

D0 100 I=3«NM
IF{RX(I}GEeDe«) GOTO 100
IF(RX{I}«GT.TIN}) GO YO 100
TIN=RX(L}

fJd=]

CONTINUE

RETURN

END

SUBROUT INE EFGRAD
GENERATES THE INITIAL SOLUTION

RE AL Lle L2

COMMGN ZAL/ NHs NSe NT, NDISTe NRES, NIYP, KPATH,
L1€20), L2(20), ITYP(20)

COMMON 78BS/ BRES(25.10)s A(20,25,10)

COMMON /C17 RSREQ{20415480)s RESREQI{3000). CO{20,15)

COMMON 7D17 X{(20)s INF(20)s JFLAG{20})s RX{15), XL(20),
JPAT{20.15)¢ SRES{50.,10) i

XSUN=0.

INP=0O

DO 1 I=1.NH

XL CEy=L 101 2C1)

X())=}

INFLI)=D

CUONT I NUE

DO 100 I=1.NH

DO 90 J=1.KPATH

COtL4 d)=COLTad)oXLLT)

SPATLEy S)= 4

DO BO K= .NF¥

IF{RSREQ{I+ 4.K)aEQa0) GO TQ 80
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IR=RSREQ(1+J:K)

DO A0 L=1.NRES
RX(J)ZRX(JIFACER L oK) EXLCT)
CONTINUE

IF(RX{J)-LE«0O) GG TO 90
RX(J)=CO(I+J}/7RX(J)}

CONTINUE

CALL SORT1 (RX +KPATH+JPATs1e NH)
JFLAG(I)=1

CONTINUE

INDEX=0

DO 110 J=leNRES

DO 111 K=1.NT

SUM=0.

SRES(J+K)=—BRES{JeK])

DO 112 NI=1.NH
IF(RSREQINE s JPAT{NI+JFLAGINI})eK)eEQe0Q) GO TO112
I=RSREQI(NI s JPATINI JFLAG(NI) ) oK)
SUM=SUM+ACT o J, KIEXLINI)

CONTINUE

SRES{ J.K)=SUM-BRES{JK)

IF(SUNLL T.BRES({J.K1) GO TO 111
INDE X=1

CONTINUE

CONTINUE

IF( INDEX<EQ.0) GO TO 300
IF(INP+GE.NH) GO TO 300

D3 200 NI=1+NH

RX(NI )=299.

IFUINF(NI).LT.0}) GO TO 200

RX(NI )=0

RR=0.

SRR=0.

DO 120 J=1sNRES

DO 120 K=1oNT

IF{SRES{JeK)eLEsOe) GO TO 120
IF(RSREQINI + JPAT{NIe JFLAGIN]I)) oK) .EQ.0) GO TD 120
I=RSREQINI + JPAT (NI JJFLAG(NI ) ) .K)
RR=RR+SRES(JKIZA(TeJeKIEXL(NI)
SRR=SAR+SRES(J +K)ESRES{ JeK)
CONTINUE

RXINI )=—RR/CO{NI1+JPATI(NI,JFLAG{(NI}))
CONTINUE

CALL MINGRD{(RX sNHe IMIN)
IF(RX(IMIN)+GE O« ) GO TO 400
[J=JFLAG(IMIN)

INDEX=0

JFLAGIIMINI={J+1

IF(JFLAGUIMIN) «LT.KPATH) GO TO 202
INFOIMIN)=—1

WRITE(G,3334)IMIN«s JFLAGUIMIN)»JPAT(IMIN JFLAG(IMIN))
FORMATI(® *+IMIN® oI[S5¢* IFLAG=",3 15" JPAT=",15)
EINP=TINP+ 1

DO 220 J=]NT

SRK=—-999%9999,
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IF{RSREQC(IMIN,: JPAT(IMIN: JFLAGIIMIN)) 2 J)<EQ.0) GO TO 210
IRERSREQ{IMINs JPAT{IMIN, JFLAG(IMIN)) . J)
DO 205 I=1,NRES
SRES(1eJI=SRES{I+JI+ALIR.I+J)SXLIIMIN)
IFC(SRES(I5J) eGT«SRK) SRK=SRES{I.J)
205 CONTINUE
210 IF(RSREQ(IMIN.JPAT(IMIN.IJ)+J).EQa0Q) GO TGO 217
IR=RSREQCIMIN, JPAT{IMINsIJ) s J)
DO 215 I=1,NRES
SRES(I¢J)=SRES(I:J)-A(IReIsJ)EXL(ININ)
IF(SRES(1¢J)eGTele) INDEX=1
215 CONTINUE
GO TO 220
217 IF (SAK«GT.0e) INDEX=1
220 CONTINUE
IFC(INDEX«GT.0) GO TO il1l5
DO 230 I=1.NRES
DO 230 J=1.NT
IF(SRES(I4J)«GTe0e) INDEX=1
230 CONTINUE
G0 TO 115
400 WRITE(6.450)
A50 FORMAT("0®.5X¢ * THE PROBLEM HAS NO FEASIBLE SOLUTICN®)
300 CONTINUE
RE TURN
END

SUBROUTINE SORTI (RX«KPoJPs IsNH)
DIMENSION JP{20+,15)s RX{195)
DO 100 I{J=1.,KP
DO 100 IYI=11J.KP
IF(RX{LIJ}=GTRX{IYJ)) GO TO 100
TEMP=RXCiYJ)
RX(IYJI)=RX{I1J2
RX(IIJ)I=TEMP
TEMP=JP(1+,1YJ)
JPLILAYII=0P(X,11J)
JP{1+11J)=TEMP

100 CONTINUE
RE TURN
END

SUBROUTINE FCNSRC

DETERMINES THE OPTIMAL OR NEAR-QOPTIMAL SOLUTION
TO THE PROBLEM

DIMENSION KFLAG(20)s, LFLAG(20)
RE AL L1, L2
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COMMON /Al/ NHs NSe NT, NDISTs NRES» NTYP, KPATH,
L1(20), L2{20). ITYP(20)

COMNON /BS/ BRES(25.,10)s A(20+25410)

COMMON /C1/ RSREQ(20415,10), RESREQ(3000)s CO(20.15)

COMMON /D17 X{20)» INF(20), JFLAGI20)s RX(15)s XL(20),
JPAT(20.15)s SRES(50+10)

DO 10 NN=1,NH

JFLAG {NN)=JPAT { NN+ JFLAG(NN))

KFLAG(NNJ)=0

CONTINUE

IM=0

XXSUM=0.

DO 20 NN=1e+NH

LFLAG(NN)=0

DO 30 I=1.KPATH

IF(1eGEe JFLAG(NN)) GO TO 20

DO 40 K=1sNT

IRI=RSREQ(NNs JFLAGINN)+K)

IR2=RSREG(NN. I oK)

IF(IR2.LE<0) GO TO 40

IF{IR1.LE<0) GO TO60

DO S0 L=1+NRES

SSRES=SRES(L oK) +{A(IR2eLeK)~A(IR1sLs K} I*XLINN)

IF (SSRES.GT.0) GO TO 30

CONTINUE

GO TO 40

DO 70 L=1.NRES

SSRES=SRES(L+K ) +(A(IR2eL ¢K) ) SXL(NN)

IF (SSRES«GT<0.) GO TO 30

CONTINUE

CONTINUE

LFLAG (NN)=I

IM=1

GO Ta 20

CONTINUE

CONTINUE

1F (IM.EQ.0) GOTQa 300

XMAX=0,

DO 100 I=1eNH

IF(LFLAG(I).LE.O) GO TO 100

XMAXI=CO(L+LFLAG(I))-CO(I.IFLAG(I))

IF (XNAXI «LT<XMAX) GO TO 100

IN=1

XMA X=XMA X1

CONTINUE

KFLAG(IM )=—1

DO 110 K=1.NT

IR1=RSREQUIMs JFLAG(IM) ¢K)

IR2=RSREQCIMLFLAG(IM).K)

[F(IR1<LE.0) IR1=1

IF(IR2.LE«0) IR2=1

DO 120 L=1+NRES

SRES(LeK)I=SRES(LsKI+{A{IR2sL oK)—ACIRL1sLsK)I&XL(IM)

CONTINUE

JEFLAGUIM)=LFLAG(IM)
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300

IN=0

GO TO 1
CONTEINUE
RETURN
END

SUBROUTINE RESULT
PRINTS OUT THE FINAL RESULTS TO THE PROBLEM
RE AL 1.2
COMMON /7AL/ NHe NSe NTe NDISTe NRESe NTYP, KPATH.
1 L1{20), L2C20), ITYP{20)
COMMGON Z7A3/ NM, NEs NMN, XX
COMMON /7B5/ BRES{25+10)e A{20:25+10)
COMMON /Cl/ RSREQ{20+15+10)s RESREQ(3000)s CD{20+15)
COMMON /7017 X{20)s INF(20)s JFLAG(20)s RX(15)s XL(20),
1 JPAT(20+15)s SRES(50,10)
600 FORMAY ( 1H1. /7 )
601 FORMAT ( 7 )
610 FORNMATY ( 47Xe ITHREHABILITATION AND MAINTENANCE SYSTEM. /7
1 S52Xe 20H(DISTRICT TIME OPTIMIZATIONY . /77
2 51Xe JOHTEXAS TRANSPORTATION INSTITUTEs /o
3 S6Xe 20HTEXAS A&M UNIVERSITY, /.,
4 S52Xe 28HCOLLEGE STATYION, TEXAS 77843, 777 )
620 FORMAT ( 30Xe 28HHIGHWAY TYPE LENGTH WIDTH,
1 SXe 28BHSTRATEGY USED AT TIME PERIOD, 5X, 7HBENEF IT,
2 30Xe 7THSEGMENTe 8Xe 13IHI(MILE) (FEET)e 3Xe 10I3. 7 )
630 FORMATY ( A7Xe 3ISHPERCENTAGE UTILIZATION OF RESOURCES. 7/,
1 S4Xe, 22HIN THE PLANNING PERIOD, 7/
2 05Xe 2THRESOURCE AVAILABLE UNIT e 1019e 7 )
650 FORMAT { 30Xe [4s 65X, L1HOe Kle 2Xe 2FT7e2¢ 3IXs 1013s F12.0 )
660 FORMATY ( //+ 91Xs Fl12.0 )
670 FORMAT ( 9Xe 1Hie SX» 20HBUDGET DOLL ARS s 10F9.0 )
671 FORMAT ( BX, [2+s SXs F920s 2Xs 9HTONS o 10F9.2 )
672 FORMAT ( 8X, 12¢ S5X¢ FP¢40e¢ 2Xs SHEQ.—~DAYS o 10F9,.2 )
673 FORMAT ( 8Xs 12¢ SXe FPa0s 2Xe 9HMAN-DAYS o 10F9.2 )
674 FORMAT ( 35X, 10F942 )
WRITE (6+600)
WRITE (6.,610)
WRITE (6+620) ( Le L = 1e NT )
XSUM = 040
D0 2000 I = 1e NH
. ) = JFLAG{I)
DO 1800 K = 1, NT
INF (K) = RSREQ{I.JeK)
1800 CONTINUE
WRITE (6.650) [ 1TYP{I)oL1(I)ebL2{T)e (INF(K) K=1,NT),CO(I,J)
XSUM = XSUM + CO(1,4)
2000 CONTINUE

WRITE (6.660) XSUM
WRITE (6.600)
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2200

2300

2400

2500

2600

2700

2800

WREITE {6+630) { L. L
WRITE (6+601)

WRITE (6.,670) ( BRES{
DO 2200 L = 1+ NT

XX = BRES(1.L)
X{L) =

CONTINUE

WRITE (6:674) ( X{(L)o
WRITE (6.,601)

NK = 2

NR = NM + 1

00 2400 K = NKes NR

XX = BRES(K.1)
DO 2300 L = 1e¢ NT
x{L) =

CONTINUE

WRITE (6.671) Ko XX
CONTINUE
WRITE (6.601)

NK = NR + 1

NR = NR + NE
DO 2600 K = NKe NR

xXx = BRES(Ke1)
DO 2500 L = 1le NT
X)) =

CONTINUE

WRITE (6+672) Ko XX
CONTINUE
WRITE (6,601)

NK = NR + 1
DO 2800 XK = NK, NRES
XX = BRES(Ksl)
DO 2700 L = i, NT
x{L) =

CONTINUE

WRITE (6+673) Kes XX
CONTINUE

RE TURN

END

= 1e¢ NY

lelde L

L = 1,

€ xX(L).

{ Xt(L) .

1000 * { XX + S

{ XtL),
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= le¢ NT )

100.0 % ( XX + SRES(1l.,L)

NT )

1000 * ( XX + SRES(K.L)

L= 1

L = 1o

) 7/ XX + 0.00001

)

NT

1000 * ( XX + SRES{K.L) )

NT

RES(K.L) )

L = 1.

NT

/

v

V4

XX + 000001

XX + 000001

XX + 000001






