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INTRODUCTION

BACKGROUND

Improving operations at signalized intersections is an important objective for the Texas
Department of Transportation (TxDOT). TxDOT has been proactively tackling the issue of
improving safety by using alternative signal control strategies over the past few years. The Texas
Transportation Institute (TTI) with support from TxDOT has developed a number of strategies to
address the issue of improving safety at high-speed isolated signalized intersections. These
include Detection-Control System (D-CS) (/), Platoon Identification Algorithm (PIA) (2), and
Advance Warning of End-of-Green System (AWEGS) (3). These advance strategies improve the
safety at the intersections and enhance the signal operations.

Along with improving safety, there is a need to improve the overall efficiency of the
intersection operations. The implementation of the above-mentioned advance strategies has
highlighted the importance of detection at the intersection for efficient operations. There are
many controller features available to improve the efficiency of intersections. However, these
features are deployed without considering existing volume conditions. Therefore, this project
developed an adaptive system that considers the current traffic and historical traffic conditions in
order to improve the intersection efficiency. Such a system is not only applicable at intersections
utilizing advance safety strategies like D-CS but also at non-D-CS intersections, thereby
significantly increasing the utility of this system. It is also anticipated that signal controller
vendors will be interested in incorporating this system into the signal controller firmware,

making it very easy to implement by TxDOT.

Advance Safety Strategies at Isolated Traffic Signals

TxDOT typically uses two to three detectors per lane on high-speed approaches to
improve safety by reducing dilemma zone conflicts (4). TxDOT’s configuration is illustrated in
Figure 1. The detector locations are based on approach speeds and operate in pulse mode with an
extension ranging from 1.2 to 2.0 seconds. The configuration also calls for a stop-bar detector,

which is configured as a queue discharge detector.
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Figure 1. Typical Dilemma Zone Detector Layout for TxDOT (4).

Over the past few years, TxDOT and TTI have developed three advance strategies to
further improve safety on high-speed approaches to isolated signalized intersections. These are
the D-CS, PIA, and AWEGS. All three strategies use advance detection on the high-speed
approaches. The advance detection is in the form of two detectors per lane at a distance of
between 750 feet to 1200 feet and depends on the approach speeds. The objective of the advance
detectors is to detect high-speed vehicles, their speeds, and their classification. Even though the

detector configuration in Figure 1 includes a stop-bar detector, some TxDOT districts do not



install stop-bar detectors. This is primarily because detectors at stop bars typically have higher
failure rates due to the rigors of vehicles braking/stopping and accelerating on them. The
function of stop-bar detectors is to improve intersection efficiency by clearing the queue at the
start of green, and the districts modify the controller parameters to account for the absence of
stop-bar detectors. Figure 2 illustrates a typical detector layout being used at locations.

PIA and AWEGS strategies use the existing TxDOT detector configuration illustrated in
Figure 2 along with the advance detectors, even though stop-bar detectors are not required for the
PIA and AWEGS algorithms. On the other hand, the D-CS strategy does not require dilemma

zone detectors for its operation but does require stop-bar detectors.

Stop Bar Dilemma Zone
Detectors

Detectors Advance Detectors

Minor Street

Figure 2. Potential Detector Layouts Used for D-CS, PIA, and AWEGS Type of Strategies.

Strategies like D-CS (7), PIA (2), and AWEGS (3) have proved to significantly improve
safety at signalized intersections by reducing red-light running by over 35 to 60 percent.
Moreover, the same infrastructure can be used to enhance operational efficiency at intersections.
These improvements to efficiency can further improve the functionality of intersections where
strategies like D-CS, PIA, and AWEGS are deployed. These improvements to operational

efficiency are also applicable to typical intersections across the state.



Efficiency Issues at Isolated Signals

There are a number of techniques to improve operational efficiency at signalized
intersections. This project developed three strategies of using both historical and real-time
detector information to improve intersection efficiency. Two of the strategies are:

e to use detection from advance detectors to efficiently customize and determine the

minimum green required in the absence of stop-bar detectors, and

e to operate the intersection during detector failures without relying on a constant call

on the phase(s) resulting in a max out.

A third strategy for varying the detector delay for right-turn detectors and left-turn
detectors was developed. Researchers, however, found that the strategy had very limited
applicability and the benefits from the strategy were limited. Therefore, researchers did not
incorporate this strategy into the system. Still, this report will discuss TTI researcher’s efforts in

developing this strategy.

Existing Controller Features to Implement Improvements

Traffic signal controllers have numerous features (5) to improve intersection operations.
Some of these features can specifically be applied to improve the intersection efficiency for the

strategies mentioned earlier. These are discussed in this section.

Variable Initial (6)

Under variable initial timing, the duration of the initial portion of the green (the first
timed portion of the green interval) can increase depending on the number of vehicle actuations
stored on the phase while its signal is displaying yellow or red. The variable initial timing period
can be thought of as a “variable minimum green” and is determined by the following three
parameters:

e minimum green time, which determines the minimum variable initial time period;

e seconds per actuation, which determines the time by which the variable initial time

will be increased (starting from zero) with each vehicle actuation received during the
yellow and red intervals of the phase; and

e maximum initial, which is the maximum of the variable initial timing period.



Figure 3 shows the effect of these parameters on the variable initial timing period. The
figure shows how the initial timing starts with the minimum green time. Once the number of
vehicle actuations multiplied by the seconds per actuation becomes larger than the minimum
green time, the initial timing takes on the former value, until it reaches the maximum initial
value, which acts as an upper limit.

Variable initial timing is most effectively used when setback detectors are provided such
that in the absence of stop-bar detection, the initial timing can be incremented to the appropriate
value required to service vehicles that queue between the stop line and the setback detector.
Variable initial timing requires point detection to operate, so it may not be appropriate to use
with the zone detection provided by video detection.

Variable initial can be very easily applied for a single lane approaching an intersection
that has low turning movement volumes and where there are no driveways between the advance
detector and intersection stop bar. However, programming the variable initial becomes more
complicated for multi-lane approaches and at locations where a common lead-in wire is used for

multiple detectors.
A

Maximum initial

Initial timing

Added initial range

Seconds per actuation

Minimum green

Initial Timing (seconds)

oo Number of vehicle actuations
! multiplied by the seconds per
I actuation value

Number of Vehicle Actuations
Figure 3. Variable Initial Timing.
Detector Failure

One of the causes of inefficient intersection control is due to detector failure. It is

reported that about 50 percent of the inductive loops are malfunctioning at any given time. The



National Traffic Signal Report Card (7), which surveyed 378 agencies across the country,
indicates that the detection system received a grading of F for detector systems. Failure of
detectors results in the controller receiving a continuous call for that particular phase. This
results in a significantly inefficient operation.

Over the years, a number of fully adaptive systems have been developed with the
objective of predicting the traffic demand based on historical volumes. The Smart Diamond
Project (8) conducted by TTI in the mid-1990s looked at predicting volumes by populating a
database of measured traffic volumes. The objective was to mine historical patterns of traffic
data and make strategic and tactical decisions about future traffic demands. The Smart Diamond
study developed a database of four-week traffic demand. The system used the observed traffic
demands combined with historical demands to produce forecast demands that were to be used to
generate new signal timings. The same philosophy can be used to predict traffic demand during
detector failures. Current controllers have the capability to log the green utilization for each
phase. This parameter can be an indicator of the traffic demand at the intersection and can

potentially be used to predict the traffic demand due to malfunction of detectors.

Delay on Detectors

Currently, traffic engineers using National Electrical Manufacturers Association (NEMA)
controllers (5) have the capability to program a specific amount of delay into the controller for a
specific detector. Historically, engineers programmed the same delay into the detector amplifier.
According to NEMA TS-2 specifications (3), a delay is defined as the ability of a detector to
delay its output for a predetermined length of time after a vehicle has entered its zone of
detection. When selected, the detector output is delayed for the time set. If the vehicle departs
before the time set, an output does not occur and the timer is reset. The delay time is adjustable
over the range of 0 to 30 seconds and remains a constant value.

A detector delay is typically used to permit the left-turning vehicles on the permitted
portion of the protected-permitted left-turn phase along the arterial to find gaps in the opposing
through movements. This delay reduces the unnecessary terminations of the opposing arterial
phase. A similar strategy is used to allow the right-turning vehicles on minor streets to find gaps
in the major-street through movements. A variable call delay based on traffic volumes at the

intersections can improve intersection efficiency.



The controller features currently employed to improve efficiency operate in a static
manner. They also do not react to detector failures. The adaptive system proposed in this project
can make the features more efficient and allow these improvements to be incorporated into the

signal controller software.






MODULE DEVELOPMENT

Researchers developed and evaluated three modules in this project to improve
intersection operations. The first module’s objective is to improve the use of variable initial
features in the absence of stop-bar detection. Such a system is adaptive in nature and accounts
for various detector configurations, the number of lanes, and the number, location, and use of
driveways. The objective of the second module is to improve intersection operations during
detection failure. Currently during a detector failure for a particular phase, the phase gets a
continuous call, resulting in inefficient operation. However, in this module, when a detector
failure is identified, the system relies upon historical traffic demand data to assign appropriate
phase time to improve intersection operations. The third module applies an appropriate delay for
the right-turn detector and/or left-turn detector to minimize phase terminations for the major

movements. This feature can improve intersection efficiency and safety.

VARIABLE INITIAL

The variable initial (VI) is a timing feature in a controller designed to allocate a varying
amount of initial green based on traffic demand as observed by the number of non-green
actuations at respective phases. The VI time is a computed value that is at least as large as the
minimum green time and not more than the maximum initial time.

The VI timing period is determined by the following time settings (9):

e The minimum green setting determines the minimum VI time period.

e The added initial setting determines the time by which the VI time period will be
increased from zero with each vehicle actuation received during the associated phase
yellow and red intervals.

e The maximum initial setting determines the maximum VI time period. The maximum
initial setting is subordinate to the minimum green time setting. Therefore, the
minimum green time must be satisfied regardless of the maximum initial setting.

The VI time period can be expressed as follows:

VI = Minimim Green + (Non — Green Actuations)(Seconds per Actuation)

VI > Minimum Green; VI < Maximum Initial



The following section provides an overview of past research on queue length estimation.
In a variable initial module, queue length is a key variable in determining how the initial green
should be configured. This section summarizes methodology and results of past research

attempts on this issue.

Queue Length Estimation

Li (/0) proposed an online queue length estimation algorithm using the flow conservation
law. The algorithm requires both stop-bar and advance detectors to work properly. Let m-); be
the number of vehicles stored between stop-bar and advance detectors at the end of (z+1 )’h green
for the subject lane 7; then, m.),; can be calculated as

i

=m,; +ma,; +na,,—md

1+1),i t,i

Where:

m,; = number of vehicles between two detectors at the end of £ green for lane i,

ma,; = new arrivals observed by the advance detector until the end of £ red,

na,; = vehicle arrivals observed by the advance detector during the next (#+1)" green, and

md, ; = departures observed by the stop-bar detector during the (+1)" green.

While Li’s algorithm can theoretically track the number of vehicles in the queue, its
performance is subject to uncontrollable cumulative errors stemmed from detector malfunctions.
Xu et al. (/1) proposed an online algorithm to estimate queue length at isolated signalized
intersections. The algorithm uses the vehicle arrival information from stop-bar and advance
detections to estimate queue length. The proposed algorithm consists of two parts. First, the
algorithm tries to identify the first vehicle in the queue after the amber onset. Then, the algorithm
estimates the physical queue lengths using the following parameters: (a) the average distance
from the front bumper of the first vehicle in the queue to the stop bar, (b) the average inter-
vehicle spacing of vehicles in the queue, and (c¢) the vehicle lengths. The vehicles are considered
joining the queue if their speed drops below a pre-specified threshold.

This algorithm was tested only in a simulated environment. It considered only a
simplified case of a single-lane approach with no turn lanes. No specific discussions on how it
could be extended to multi-lane approaches were provided. Several parameters required for the

algorithm must be properly calibrated, but no guidelines were provided on how these parameters

10



should be configured. A sensitivity analysis of the parameters in the algorithm was also not
studied.

Sharma et al. (/2) proposed a hybrid algorithm using real-time advance and stop-bar
detections to estimate queue length and delay at a signalized intersection. Traffic engineers
commonly use three types of delay to evaluate intersection performance:

e stopped delay: delay incurred when a vehicle stops completely;

e approach delay: delay incurred when a vehicle decelerates, stops, and then accelerates

again until it crosses a stop bar; and

e control delay: delay incurred when a vehicle decelerates, stops, and then accelerates

until it resumes the desired travel speed.

This paper described two approaches for estimating delay and maximum queue length.
The input-output technique uses advance detector actuations, phase change data, and parametric
data (e.g., saturation headway, storage capacity, etc.) as model inputs. The advance detector
actuations are used to track arrivals at intersection approach over time. The phase status and
saturation headway data are used to estimate the number of departures from the stop bar over
time. These two profiles are combined to estimate the queue accumulation at the intersection
approach. The second approach, the hybrid technique, incorporates stop-bar actuations as
additional model inputs. In comparison with the first approach, the stop-bar actuations and phase
statuses are used to estimate real-time vehicle departures instead of saturation headway. The
inductive loop detector (ILD) vehicle signature identification techniques are used to count
vehicles crossing the stop bar. Both techniques estimate delay and maximum queue length once
each cycle. The techniques were developed based on the assumptions that the vehicles do not
change lanes after passing the advance detectors and that the vehicles in the queue will follow
the first-in-first-out (FIFO) principle. Figure 4 and Figure 5 depict the profiles obtained from
input-output and hybrid algorithms, respectively.
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Figure 5. Hybrid Technique for Queue and Delay Estimation.

From the queue polygon, the maximum queue length of six vehicles occurs at 28 seconds.
The delay can be accumulated for each vehicle arrival and departure. The total delay, which is
the sum of delays from all vehicles, is equal to the area under the queue profile. The average
vehicular delay is equal to the total delay divided by the number of vehicle arrivals/departures
during a cycle.

Both input-output and hybrid techniques consist of three modules:

e Arrival profile module. Advance detector actuations are used to determine shifted

arrival times, which are adjusted arrival times from advance detectors to stop bars.
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Maximum queue length is determined by the number of detector actuations prior to
the end of red plus the start-up loss time. If the queue length reaches the storage
capacity, a linear extrapolation based on historical arrival flow rate is used to extend
the profile.

o Departure profile module. For the input-output technique, the queue is discharged at
the rate of saturation headway after the end of red plus start-up loss time. For the
hybrid technique, the stop-bar actuations are used to determine the departure profile.
The vehicle headway is used to determine when the queue is cleared, i.e., when the
headway is greater than the pre-specified “queue clearance headway.”

e Delay estimation module. For the input-output technique, the total delay is the
difference of departure from arrival profile. For the hybrid technique, the algorithm
will first check the balance between the number of arrivals and departures and then
apply appropriate adjustment prior to delay calculation.

The study (/2) found that the hybrid technique did not perform better than the input-
output technique, mainly because of the stop-bar detection performance and the presence of long
left-turn and right-turn bays at the studied site. The hybrid technique, however, may be more
beneficial at intersections where there is significant driveway traffic between the advance
detectors and the stop bar. The sites with large variability in saturation flow rate due to changing
weather conditions may benefit from the hybrid technique as well.

Gard (/3) developed models for estimating maximum queue lengths at two-way stop-
controlled intersections using regression equations. The data used for model calibration were
collected from 15 two-way stop-controlled intersections in Sacramento, California. The
developed models predict the maximum vehicle queue for subject movement during a one-hour
observation period. The author chose to opt for the maximum queue length rather than the 95"
percentile queue length in this study in order to simplify the data collection process. The
explanatory variables found to be statistically significant in the models include:

e hourly traffic volume divided by peak-hour factor (PHF) for subject movement,

e hourly traffic volume divided by PHF that conflicts with subject movement,

e presence of a traffic signal located on the major street within one-quarter mile of the

subject intersection,

e number of through lanes occupied by conflicting traffic,
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e posted speed limit on major street, and

e percentage of right-turn vehicles on shared minor-street approach.

While the empirical regression equations proposed in this study may be suitable for
engineering design applications, they are not meant for real-time intersection control applications
where queue lengths must be estimated at regular intervals in response to changes in traffic
conditions. Transferability of the models could potentially be another issue for empirical
equations. The models developed using specific data sets may not be readily applicable to other
locations without necessary modifications.

Geroliminis and Skabardonis (/4) proposed an analytical methodology for predicting
platoon arrival profiles and queue length along signalized arterials. The proposed model was
evaluated using CORSIM simulation. The simulation output was first compared with field data
(delays and travel times) to verify that the model reasonably replicates field conditions at the test
sites. Then, the simulated queue lengths predicted by the proposed model and the simulation
were compared and found to be in agreement.

To predict the queue length at a traffic signal, the proposed model predicts the time that
the traffic signal starts serving the groups of uninterrupted vehicles, i.e., it predicts the effective

extension of the red time because of the discharge of the queued vehicles.

Simplified Case

The simplified case is used as a basis for further algorithm modifications to account for
various factors that could affect the queue length and thus the appropriate setting for variable
initial. The algorithm for variable initial estimates the queue length on a cycle-by-cycle basis.
The simplified case assumes the following:

e There is no remaining queue from the previous cycle.

e The through-traffic lanes are not shared by any turning movements.

e There are no driveway activities between the advance detectors and the stop bar.

e Through-traffic vehicles are distributed equally across all lanes.

e There are no trucks in the composition of queued vehicles.

e Non-green traffic demand does not exceed the storage capacity, i.e., the number of

vehicles that can be stored between the advance detectors and the stop bar.
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The estimated queue length for this case is:

Where:

N, = number of actuations during yellow and red periods and » = number of through lanes.

Adaptive Control

Liu et al. (/5) proposed an adaptive signal control system with an online signal
performance measure. The proposed method uses a real-time delay estimation technique based
on vehicle re-identification using an algorithm that matches individual vehicle waveforms or
signatures obtained from advanced inductive loop detectors. The two objectives considered in
signal optimization algorithm are system efficiency and system fairness. For system efficiency,
three measures of effectiveness (MOESs) are evaluated: total intersection delay, total throughput,
and average delay. The fairness of the system is measured via standard deviation of movement
delays. A multi-objective signal control technique was used to compromise these two conflicting
objectives.

The proposed system was evaluated in a simulation environment for a single intersection
using Paramics microscopic simulation software. The system was applied to both pre-timed and
actuated controllers for evaluation. The simulation experiments indicated that the proposed
adaptive control system could be an efficient method even under the application of a simple

algorithm for adapting the signal timing plan.

DETECTOR FAILURE

Detector failure is the primary cause of inefficient operations at signalized intersections.
It is reported that about 50 percent of the inductive loops are malfunctioning at any given time.
The National Traffic Signal Report Card (7), which surveyed 378 agencies across the country,
indicates that the detection system received a grade of F for detector systems. Failure of detectors
results in the controller receiving a continuous call for that particular phase. This results in a
significantly inefficient operation. If the traffic demand at intersections can be predicted, and a
detector failure identified, a system can be developed to provide appropriate green times for
phases with detector failures. Such a system will reduce the wastage of green and minimize

intersection delay.
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The primary challenge in this module is the identification of a detector failure. TS-2
controllers have some detector diagnostics features that can be used to identify various types of
detector failures. The EPAC (9) and Naztec (/6) controllers usually use three parameters to
identify a detector failure. The maximum presence limit diagnostic specifies the maximum
interval a detector is occupied (in minutes) prior to being considered a fault. This type of failure
is most common due to an open loop fault. However, an open loop fault is diagnosed by the
detector amplifier and results in a constant call, which is very inefficient. If the value set for
maximum presence failure is not very high, such a failure can also be triggered during some
unique circumstances where a vehicle is stationary on a detector for an extended period of time,
like during preemption, during manual control of the intersection, or due to a vehicle breakdown
over a detector. Upon diagnosing the maximum presence fault, the controller will provide the
larger of the minimum green or the specified fail time. The detector starts functioning normally
when the detector is reset.

The no activity limit diagnostic, on the other hand, specifies the maximum time between
detector actuations (in minutes) before the detector is considered to be faulty. Care should be
taken when programming this parameter to ensure that the controller does not diagnose the
detector to be faulty during light traffic conditions (like late at night). Upon diagnosing the no
activity fault, the controller will provide the larger of the minimum green or the specified fail
time. The detector starts functioning normally when the detector receives a call and resets the no
activity failure. The third diagnostic is the erratic count diagnostic, which establishes the
maximum actuations per minute that can occur prior to being considered a fault. According to
the Naztec controller manual (/6), typical values of the range of erratic counts are from 40 to 70
per minute. Current controllers have the capability to log the green utilization for each phase.
This parameter can be an indicator of the traffic demand at the intersection and can potentially be
used to predict the traffic demand due to malfunction of detectors.

There have been a few studies that developed methods for short-term traffic volume
forecasting. These methods function as a key component in many intelligent transportation
systems (ITS). However, the stochastic nature of traffic flows makes it a challenging task to
consistently and accurately forecast traffic volumes.

Forecasting algorithms can be categorized as neural networks, dynamic wavelets neural

networks, non-parametric regression, time series models, pattern recognition, spectral analysis,
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Kalman filtering techniques, adaptive predictive system, and Gaussian maximum likelihood
models (/7). Most short-term forecasting studies use data aggregated over 5 to 15 minute
intervals to forecast traffic volumes. However, some studies have used intervals as small as

3 minutes or as large as 30 minutes. Larger intervals like 15 minutes to 30 minutes average out
local fluctuations and smooth out predictable traffic volume data, while smaller intervals can
capture some of the smaller fluctuations in the traffic patterns. However, traffic patterns can get a
bit noisy, thus reducing the confidence in the prediction of volumes.

These short-term forecasting studies were designed to observe traffic patterns and
forecast traffic volumes in the short term. However, the application for detector failure would
require a methodology that uses traffic patterns over a long-term time period to predict traffic
volumes in the absence of detections. Moreover, the algorithm may need to perform this function
for an extended period of time till the detectors are fixed. Hence, the methodologies developed
for short-term prediction are of limited use. A statistically robust approach that considers traffic
patterns both over a long-term period as well as in the immediate past would be more appropriate

to forecast traffic demand.

DETECTOR DELAY

Delay is sometimes used for stop-bar detectors in exclusive turn lanes. Delay can be used
either for left-turn lanes or right-turn lanes as long as permitted operation is used. The primary
purpose of using the detector delay function is to minimize unnecessary terminations of a major
movement (major-street through) to service a minor movement (major-street left turn and minor-
street right turn). National Transportation Communication for ITS Protocol (NTCIP), defines
detector delay as the ability of a detector to delay its output for a predetermined length of time
after a vehicle has entered its zone of detection (5). Delaying the detector output gives the
turning vehicle an opportunity to find a gap in the conflicting traffic stream, thus removing the
need to terminate the conflicting phase. Detector delay can be implemented in either the detector
or the controller. A delay programmed in the detector will delay the detector output to the
controller for the predetermined amount of time, irrespective of the traffic signal status. This
means that the delay is applied every time a vehicle actuates the detector. However, a detector

delay programmed in the controller delays the actuation only when the signal phase the detector
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is tied to is not green. Hence, the delay is applied only when the signal indication is yellow or red
to give an opportunity for the turn vehicle to find a gap.

Detector delay is applied to right-turn movements on the minor road when an exclusive
right-turn lane is available and Right-Turn-on-Red (RTOR) is allowed. Typically, a delay of 8 to
14 seconds is used (/8). This delay facilitates a right-turn vehicle to find a gap in the through
movement of the major road. If the vehicle finds a gap, the delay timer is reset and the controller
does not receive the call from that vehicle. If the right-turning vehicle does not find a gap, the
signal controller receives a call and responds accordingly. The controller at an appropriate time
will terminate the major-street movement and service the right-turn vehicle if the vehicle still has
not found a gap.

Detector delay can also be applied to a left-turn phase if an exclusive left-turn lane is
available and protected-permitted phasing is used. Typically, a delay of 5 to 12 seconds is used
for protected-permitted left-turn phasing (/8) and is particularly useful during low volume
conditions. Before the controller registers the vehicle call, delay gives an opportunity to left-turn
vehicles arriving during the permitted portion of the phase to find gaps in the opposing through
movement. Under low volume conditions, this delay will minimize the termination of opposing
through movements, thus avoiding stopping through vehicles to service a single left-turning
vehicle. Frequently, the left-turn vehicle may just find a gap as the opposing through gaps out,
resulting in an unnecessary phase termination. Minimizing terminating the opposing through
phase becomes more critical if the approach speeds are high and/or if the approach volumes are
higher than the left-turn volumes.

The selection of the detector delay value depends on numerous factors. Detector delay
will increase delay to the turning movements for which the detector delay is applied. For RTOR
vehicles, the delay incurred depends on the ability to find gaps in the main-street through
movements and the right-turn volume. The ability to find gaps in the main-street through traffic
depends on the through-traffic volume, sight distance, and approach speed. There have been a
few studies that investigated the capacities of RTOR for right turns and permitted left-turn
movement for left turns. Factors influencing the capacity of RTOR from an exclusive right turn
are as follows (/9) and are illustrated in Figure 6:

e volume of conflicting traffic, which includes:

0 through traffic in the right-most lane from the left (V1),
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0 protected left-turn traffic from the opposite direction (Vi), and
O aproportion of the right-turn traffic from the left that is proportionate to the
drivers that do not turn the right-turn indicator (Vy);
e pedestrian volume (Vp); and

e red duration in the cycle (Tr).

Left-turn
movement (V)
N

Through

movement (V)

Pedestrian
Right-turn Movement (Vp)

movement (VR)

Figure 6. Factors Influencing RTOR Capacity.

Longer red duration on an approach can potentially increase the number of vehicles
serviced by RTOR. However, the time available by RTOR vehicles is the red duration less the
saturation green time for the conflicting movements and is known as the unsaturated red time.
During the unsaturated red time, RTOR vehicles will have to come to a stop at the stop bar and
select a gap when it is available to complete the maneuver. The delay for the detector should be
large enough that an RTOR vehicle will have an opportunity to complete these maneuvers during
the unsaturated red time. Numerous studies have investigated the methodology used to estimate
the capacity of right-turn movement at stop-controlled signs. According to the Highway Capacity
Manual (HCM) (20), a right-turn vehicle will accept a critical gap of 5.5 seconds to make a right
turn at a stop sign. It is expected that RTOR drivers will accept similar gaps to complete the
maneuver. The same methodology refers to a follow-up gap of 2.6 seconds. This means that a 5.5

second or greater gap allows the first vehicle turning right to accept the gap. If the gap is
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8.1 seconds (5.5 + 2.6) or greater, both first and second vehicles in the queue can make the right
turn (27). A gap of 10.7 seconds can provide for three vehicles.

The utility of detector delay for right-turn movement thus depends on the ability of right-
turning vehicles to find gaps in conflicting movements. However, adequate gaps are difficult to
find under high-volume conditions, so under such conditions, detector delay actually increases
the delay experienced by right-turn traffic. Thus, detector delay tends to be beneficial only under
the following conditions:

e Jow to moderate volumes of conflicting traffic, and

e low to moderate right-turn volumes.
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MODULE METHODOLOGY

TTI researchers developed three modules during this project. This section describes the

scope and methodology used to develop the module.

VARIABLE INITIAL

Traffic signal controllers have numerous features (5) to improve intersection operations.
This section summarizes the variable initial methodology developed in this project. This
module’s objective is to estimate the initial green time required at the onset of the green on a
cycle by cycle basis for clearing the through-traffic queue up to the location of advanced
detectors (typically dilemma zone detectors). If the queue extends beyond the advanced
detectors, subsequent actuations will extend the green time in the same manner as those

registered at stop-bar detectors.

Scope
This methodology was developed for the following conditions:
e signalized intersections without stop-bar detectors, and

e signalized intersections with advanced detectors.

Methodology

Under variable initial (6) timing, the duration of the initial portion of the green (the first
timed portion of the green interval) can increase depending on the number of vehicle actuations
stored on the phase while its signal is displaying yellow or red. The variable initial timing period
which is also known as a “variable minimum green” is determined by the following three
parameters:

e minimum green time, which determines the minimum variable initial time period;

e seconds per actuation, which determines the time by which the variable initial time
will be increased (starting from zero) with each vehicle actuation received during the
yellow and red intervals of the phase; and

¢ maximum initial, which is the maximum of the variable initial timing period.

Variable initial timing is effectively when stop-bar detectors are absent and only setback

detectors are present. In such cases, the initial timing is incremented to the appropriate value that
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is required to service vehicles queued up between the stop line and the setback detector. Variable
initial timing requires point detection to operate, so it may not be appropriate to use with the
zone detection provided by video detection.

For a single lane approaching an intersection with low turning movement volumes and no
driveways between the advance detector and intersection stop bar variable initial can be very
easily applied. However, programming the variable initial becomes more complicated for multi-
lane approaches and at locations where a common lead-in wire is used for multiple detectors.

The proposed methodology estimates the number of through vehicles waiting during the
cycle based upon the number of actuations observed at the advanced detectors. Since the
configurations of advanced detectors also depend on site-specific factors such as number of lanes
and operating speed, site-specific equations must be established to relate the number of
actuations to actual vehicle arrivals. The method first estimates the number of vehicles based on
observed actuations under assumed ideal conditions, which are:

¢ 1o exclusive left-turn and right-turn lanes,

e no driveways, and

¢ 1o heavy vehicles.

Once methodology estimates the number of vehicles under ideal conditions, the
adjustment factors are then applied to account for any departures from ideal conditions. Once the
adjusted number of through vehicles is calculated, a proper initial green time can be allocated for
that cycle. Figure 7 illustrates the factors impacting the estimation of the through vehicles on an
intersection approach. It will not be possible to get an approach in the real world that is ideal,
i.e., without any exclusive turn lanes, driveways, and heavy vehicles. However, some sites that
had very few of the factors were identified to generate field data to develop adjustment factors.
TTI researchers collected data from two AWEGS (3) sites in Waco and College Station that do
not have any driveways on one or both approaches to generate adjustment factors from almost

1deal field sites.
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Figure 7. Turn Bay, Driveway, and Detector Locations.

Researchers used the data in the field to generate equations for estimating the through
vehicles on an approach when no stop-bar detection is present. These equations were based on
the number of detector actuations, which in turn will be based on the number of upstream
detectors, the number of lanes, and the location of the detectors with respect to the stop bar.
Equations also considered the percentage of left-turning vehicles based on left-turn phase
utilization. Since it was difficult to estimate the percentage of right-turn traffic, users were
prompted to estimate the percentage right-turn traffic. These turning percentages were then taken
into consideration to develop their impact on the number of through vehicles at the intersections.
The impact of driveways, their location, and their use on the estimation of through vehicles were
estimated in an analytical manner. Similarly, the impact of heavy vehicles on the number of
through vehicles was incorporated. These equations will be developed using both simulation as

well as analytical techniques.

DETECTOR FAILURE

This section documents the methodology used to develop the detector failure module.
The objective of the detector failure model is two-fold. First is to identify a detector failure either
for a particular movement or for the entire intersection, and second is to operate the intersection
in a more efficient manner. During detector failure, the signal controller typically receives a
continuous detection for the detector that has failed. Such an operation is very inefficient. The

detector failure model would develop a rolling four-week historical operational log. In case of a
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detector failure, either for a phase or the entire intersection, this historical log will be used to
determine the expected intersection operations and implement those operations. Such an
operation, while not truly representative of existing traffic demand, is more efficient than

operations with a faulty detector.

Scope

The scope of the module is limited to providing a mode of operations that would be
appropriate for normal, average traffic conditions. This means that during a detector failure, the
module would determine the expected demand from historical data and provide the appropriate
phase duration for the expected demand. However, the module will not be able to account for
unexpected surges in traffic demand due either to special events or incidents. This system will

improve operations during detector(s) failures.

Methodology

The methodology of the detector failure module primarily consists of three parts. The
first part is to identify a detector failure. Once the detector failure is identified, the module
should determine the traffic demand for the movement(s) served by the detector that has failed.
This determination would be based on a historical log of either traffic demand or a parameter that
is a surrogate of traffic demand. Finally, the appropriate phase time would be implemented in the

controller.

Identifying Detector Failure

Traffic signal controllers have detector diagnostics features. These features allow users to
specify the criteria to be used to diagnose detectors and identify a failure. The typical criteria
available are maximum presence, no call, and erratic count. Maximum presence criteria are used
to identify a detector failure when a constant call is seen on a specific detector for a user
specified time. Typically, a detector amplifier places a constant call when a fault is identified in
an inductive loop. In the case of video detection, sometimes due to a fault in the video processor,
a constant call is seen. If the duration of a constant call exceeds the user-specified threshold (in
minutes) within the detector diagnostics in the controller, a failure is identified. On a similar
note, if for some reason the controller does not receive a call or does not see any activity for a

duration exceeding the user-specified threshold (in minutes) within the detector diagnostics
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parameter in the controller, the controller diagnoses the detector as a failure. Finally, if the
controller sees an unreasonably large number of detections within a very short period of time
(number of calls per minute) and exceeds the user-specified threshold, the detector is diagnosed
as a failure. The user specifies the thresholds for the three diagnostics criteria, and those
thresholds depend on the traffic patterns at the intersections.

When a controller identifies a detector failure, usually the controller places a constant call
on that detector. This causes the phase mapped to the failed detector maxing out every time,
resulting in very inefficient operations during off-peak timings. Some controllers, however, give
an option to the user to specify how long the phase should be on during a detector failure. This
can result in a more efficient operation during off-peak timings but can be inefficient during the
peak timings.

The detector failure module (Module 2) will monitor detector activity through the
detector Bus Interface Unit (BIU). The module will identify the detector failure if the criteria
programmed in the controller are used. However, the module will monitor the controller’s
response to the detector failure and use that as a criterion to implement a more appropriate phase

time. Figure 8 illustrates the architecture of the detector failure module.
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Figure 8. Detector Failure (Module 2) Architecture.
Determining the Expected Traffic Demand

Once the detector failure is identified, the detector failure module determines the
appropriate phase time for the phase mapped to the detector that has failed from a phase
durations database consisting of the previous four weeks. These phase durations are logged for
each 15-minute period starting at midnight. The database consists of the phase durations of each
and every separate phase that is complete (i.e., start and complete) within each 15-minute
interval. Thus, each 15-minute interval consists of the number of phases complete within that
interval as well as the average of the complete phases. These two pieces of information are
logged for each phase for each 15-minute interval of the day. An example of a slice of data for

one time interval in the database is illustrated in Figure 9.
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Date Week day Time Phase # Average of phase duration

of complete phases

Figure 9. Illustration of Database Format.
The database consists of such data for all 15-minute intervals of the day for all 28 days.
At the end of each day, at midnight, the data for that particular day replaces the data from a
similar day at the beginning of the database. For example, at the end of a Monday, the data from
that day will replace the data for Monday 1 of the database. Thus, a rolling four-week database

of phase durations is maintained in the database.

Implementing the Detector Failure Module

Upon identifying a detector failure, the detector failure module will extract for the
appropriate phase the phase durations and the number of complete phases for the appropriate
time slice. This extraction of data will be conducted from each of the weekdays for a weekday
scenario or from the weekend days for a weekend scenario. The module will then calculate the
average of the phase durations from the database and implement the phase duration in the
controller and implement it.

Implementation of the phase duration is accomplished using the force-off function. Upon
diagnosis of a detector failure, the controller will place a constant call on a phase. The detector
failure module then terminates the phase by applying a “ring force off” once the phase duration
has exceeded the optimum duration determined by the module. This force off ends the phase and
brings on the next phase. Thus, maxing out of the phase is avoided and intersection operations

are more efficient.

VARIABLE DELAY

Traffic engineers using NEMA controllers (5) have the capability to program a specific
amount of delay into the controller for a specific detector. Historically, the same delay was

programmed into the detector amplifier. According to NEMA TS-2 specifications (5), a delay is
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defined as the ability of a detector to delay its output for a predetermined length of time after a
vehicle has entered its zone of detection. When selected, the detector output is delayed for the
time set. If the vehicle departs before the time set, an output does not occur and the timer is reset.
The delay time is adjustable over the range of 0 to 30 seconds and remains a constant value.

The delay feature, when used for protected-permissive left-turn phases, reduces the
number of times the opposing arterial phase is terminated due to left-turning vehicles. A similar
strategy is used to allow the right-turning vehicles on minor streets to find gaps in the major-
street through movements. The existing configuration uses a constant delay throughout the day.
A variable call delay based on traffic volumes at the intersections has the potential to further

improve the efficiency of the intersection operations.

Scope

The scope of the module is limited to left-turn movements with protected-permissive
phasing and right-turn movements with exclusive turn bays with detectors coming on separate

channels.

Methodology

Use of detector delay is a well-established practice to improve the efficiency at fully
actuated traffic signals. Detector delay on arterial left-turn phases using protected-permitted
phasing will minimize unnecessary termination of the major-street through movement. This is
particularly the case during low volume conditions when major-street traffic has many
acceptable gaps in the traffic stream and a left-turning vehicle will most likely find a gap without
stopping. Similarly, a right-turning vehicle on the minor street can easily find gaps in the major-
street movement during light volume conditions and not call the minor-street phase. However,
fewer gaps are available for turning vehicles when major-street volume increases, requiring the
turning vehicles to wait past the delay time before placing a call on the respective phase. These
turning vehicles will then be serviced either when they find a gap or when the phase is serviced.
However, when the major-street volumes get very high, the only way to service these turning
vehicles is by calling a phase. In such cases, these turning vehicles may have to wait longer than
the maximum time to be serviced. Under such circumstances, use of the constant delay value

increases delay to the arterial left-turn and minor-street right-turn movements.
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There are numerous factors that the variable delay module will consider to determine the

appropriateness of using detector delay functions as well as the duration of the detector delay.

Following is a description of the factors primarily influencing the use of detector delay. Figure

10 illustrates these factors, as well.

Major-street volumes: It is expected that as the major-street volumes increase, there
will be fewer acceptable gaps in the traffic stream, resulting in fewer vehicles taking
these gaps. So, the higher the volume, the more the turning vehicles will be delayed.
Gap acceptance characteristics: Gap acceptance characteristics vary among motorists.
More aggressive drivers will accept smaller gaps, and less aggressive drivers will
accept only larger gaps. Hence, the type of drivers in an area will influence the gap
acceptance characteristics.

Turning movement volumes: In case the major-street volumes are very high (they do
not gap out), turning movements with higher volumes will experience greater delay at
the intersections. This delay experienced will increase if detector delay is employed.
If the vehicle has to wait to be served by its phase, it has to wait for the duration of
the delay (d seconds) as well as the duration of the conflicting phase (major-street
movement) (P seconds). If, however, the phase serving the turning movement has a
v/c ratio of less than one (i.e., the phase serves all the vehicles in the queue), the
detector delay is reset and is applied again for the next set of vehicles and, hence, they
have to wait for d+P seconds till they are serviced. If, on the other hand, the v/c ratio
of the turning movement phase is greater than 1 (i.e., some of the vehicles in the
queue are not cleared), the detector delay is not reset and the next set of vehicles will
have to wait for P seconds to be serviced. Thus, from this discussion, detector delay
can be eliminated when the following conditions are met:

0 Major-street volumes are high enough that gaps are not available.

0 Turning movement volumes are low enough that the minor phase can clear all the

vehicles.

Previous research (/&) on the duration of detector delay provided the following

guidelines:

right-turn detector delay—=8 to 14 seconds, and

left-turn detector delay—>5 to 12 seconds.
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Figure 10. Flow Chart of the Factors Affecting Variable Delay Module.
These settings have been accepted across the industry and are applied appropriately. The
methodology will refer to the local agency’s preferences to determine the duration of detector

delay.
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MODULE IMPLEMENTATION

SITE SELECTION

Based on the criteria set for each module, three sites were selected for deploying the
modules. These sites are located in the Waco District, Bryan District, and Houston District. Not
all modules were applicable at all sites. The modules deployed depended on the intersection as
well as detection configuration. Module 2 was, however, deployed at all intersections. The
system deployment required an intersection operating with a TS-2 cabinet and enough space in

the cabinet to place an industrial personal computer.

Waco District

The site in Waco is located at the intersection of US 84 and Aviation Parkway (Figure
11). This site has setback detectors with inductive loops at over 960 feet from the stop bar on US
84. The intersection, however, has video detection for detection at the stop bar (Figure 12). The
variable initial module, the detector failure module, and the variable delay module were

deployed at this site.

Bryan District
The site in Bryan is located at the intersection of SH 21 and Business 6 (Figure 13). This

site has only video detection on all four approaches at the stop bars (Figure 14). Only the

detector failure module was deployed at this site.

Houston District

The site in the Houston District is located at the intersection of SH 105 and FM 3083 in
Conroe (Figure 15). The intersection uses only inductive loops on all four approaches at the
intersection. This includes the dilemma zone detectors at 475 feet, 375 feet, and 275 feet from
the stop bar on the SH 105 approaches and stop-bar detectors in all lanes (Figure 16). The

variable initial module and the detector failure module were deployed at this site.
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SOFTWARE CONFIGURATION

Once the algorithms for the three modules were developed with simulation and analytical
methods, TTI researchers developed the modules for field implementation. This included a
graphical user interface (GUI) for configuring the modules as well as developing the appropriate
output files to log the various processes both within the controller as well as within the three
modules. Every effort was made to minimize user input requirements. When the input was
required from the user, it was made to be as simple as practical. The three modules were
developed sequentially. They were tested in the TransLink® Laboratory using a cabinet in the
loop simulation. The GUI and the output files were fine-tuned.

Figure 17 and Figure 18 illustrate the general configuration required for all the three
modules. This configuration is all that is needed for the detector failure module. Once this
configuration is completed, configuration screens specific for variable initial and variable delay
will be available to the user if these modules are applicable and if the user chooses to implement
them. The detector failure module is applicable under all circumstances. The user can specify the
configuration of phase numbering schemes, phasing sequences, number of lanes per approach,
and basic phase setting in the phase configuration screen.

The detector mapping to various phases, the type of detector, and the detector diagnostics
are configured in the detector mapping configuration screen. Sixteen detectors can be configured

in this screen.
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Figure 17. Phase Setting Configuration.
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Figure 18. Detector Mapping Configuration.

Variable Initial

Configuration of the variable initial feature requires information about location of
upstream detectors, type of detectors, traffic arrival type, and other information illustrated in
Figure 19. Information regarding the location of driveways including location and type of use
can be configured in a screen, as illustrated in Figure 20.

Once the module is operational, the algorithm will count the vehicles arriving on the
detectors on yellow and red and estimate the variable initial. The module logs this information in
a log file, as illustrated in Figure 21. Based on a count on red (COR), a value of initial green (IG)

is predicted.
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Figure 19. Variable Initial Setting Screen.
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For Help, press F1 TLIM

Figure 21. Variable Initial Prediction.

Detector Failure

The screens illustrated in Figure 17 and Figure 18 are used to configure the detector
failure module. The module is constantly monitoring the health of the detectors according to the
stated detector diagnostics. Detector diagnostic results are logged in a file, as illustrated in Figure
22. A detector failure due to a max presence at 23:59:47 hours on phase 5 in detector 10 is
logged.

The module also predicts the expected green at the beginning of each phase. The
predicted green time (in milliseconds) is also logged and is illustrated in Figure 23. The log

illustrates the predicted green, the actual green, and the difference between the two values.
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Figure 22. Detector Failure Log.
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Figure 23. Green Prediction Log.
Variable Delay

The variable delay module is applicable for right-turning vehicles from right-turn bays
with an exclusive right-turn detector and left-turning vehicles from left-turn bays with protected-
permissive operations. The module requires some configuration, like conflicting volumes, to
disable the detector delay. Additional information like size of the detector, speeds of turning
vehicles, and percentage trucks can also be configured to implement the variable delay module.

Figure 24 illustrates the configuration screen for right-turn delay settings.
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Figure 24. Right-Turn Delay Module Settings.

FIELD IMPLEMENTATION

Project 0-6029 developed three modules for improving signal operations at isolated
signals. These modules were deployed at three sites in TS-2 cabinets. In a TS-2 cabinet, the
signal controller communicates with the detector’s rack and the back panel using BIUs with
Synchronous Data Link Communication (SDLC). The adaptive D-CS system operates in an

industrial PC in the cabinet. This industrial PC communicates with the cabinet using a special set
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of BIUs called enhanced BIUs. These enhanced BIUs have a serial port in addition to an SDLC
port. The BIUs communicate with the signal controller using SDLC communication. The
industrial PC communicates with the BIUs using the serial communication through the serial
port. The implementation architecture is illustrated in Figure 25. These enhanced BIUs replace
the detector BIU (BIU-D) and BIU # 1 (BIU-1) so that the adaptive D-CS can monitor the
detector activity and signal status and also have the capability to place calls and force-offs.
Figure 26 illustrates the system deployed at the site near Conroe. Table 1 also summarizes the

modules implemented at each of the sites in Texas.
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Figure 25. D-CS Implementation Architecture.
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Figure 26. Installation of Adaptive D-CS in the Houston District near Conroe.

Table 1. Modules Deployed at Each Site in This Project.

Module 1—Variable | Module 2—Detector | Module 3—Variable
Initial Failure Detector Delay

Site 1—Waco Yes Yes Yes

Site 2—Bryan No Yes No

Site 3—Conroe Yes Yes No
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EVALUATION AND CONCLUSION

Researchers evaluated three modules in this project. The variable initial module (Module
1) and the detector failure module (Module 2) had numerous applications. Module 1 was
applicable in many cases where stop-bar detection was not installed. In many cases, it eliminates
the need for stop-bar detectors, thereby reducing installation and maintenance costs. Module 1
can be used at D-CS type installations or any other intersection having only upstream detectors.
These include intersections with dilemma zone detectors. Module 2 is applicable at all
intersections that are operating fully actuated, including D-CS type intersections. The module
can provide significant benefits when a few detectors either fail or malfunction for a period of
time. Variable detector delay (Module 3), however, was found to have very little use. A static
value of detector delay provides some benefits by minimizing unnecessary terminations for the
major-street movement. However, the benefits of variable delay were very limited and under rare
circumstances. Hence, researchers did not deploy Module 3 after a preliminary deployment in

Waco and did not evaluate it further.

MODULE 1

Researchers calibrated the adaptive variable initial module at the site in Waco. The Waco
site was a four-lane highway with two lanes in each direction approaching the intersection. The
Waco site had a D-CS installed and hence had a pair of detectors in each lane over 950 feet from
the intersection. There were no driveways between the detectors and the stop bar. However, there
was a significant variation in the turning percentage at the intersection. Researchers observed a
significant imbalance in the queue distribution. The intersection, though, did have video
detection and hence stop-bar detection. The occupancy in stop-bar detection is therefore a good
measure to validate the methodology for the adaptive variable initial.

Module 1 was then implemented at site 3 near Conroe. As mentioned earlier, the site in
Conroe is a six-lane highway with three lanes in each direction. The site has dilemma zone
detectors in each lane at 475 feet, 375 feet, and 275 feet from the stop bar. Thus, the intersection
in Conroe has significantly different characteristics compared to the intersection in Waco where
the model was calibrated. The Conroe site also had stop-bar detectors. These stop-bar detectors
facilitated a thorough evaluation of the adaptive variable initial module. The module logged the

parameters used to determine the variable initial as well as the recommended initial green. These
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included the detector counts during the red portion, the predicted initial green, and the time taken
to clear the queue for each cycle. Figure 27 and Figure 28 illustrate the relationship between the
counts on red and the predicted initial green for phase 2 and phase 6, respectively. The same
graph also illustrates the actual queue clearance for the same counts. The graph clearly illustrates
a strong correlation between counts on red and initial green. The upper and lower limits of queue
clearance values straddle the predicted initial green values for the number of detector actuations.
This is an indication that the predicted initial green values are close to the time required for the
queue to clear. To further evaluate this aspect, researchers compared the predicted initial greens
with the observed queue clearance times for both phase 2 and phase 6, as illustrated in Figure 29
and Figure 30. A line was drawn with a slope of 1 in each of these graphs. These figures

illustrate that the predicted initial green values in general are close to the queue clearance values.
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Figure 27. Accuracy of Predicted Initial Green (Phase 2).
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Figure 30. Relationship between Predicted Green and Queue Clearance (Phase 6).

To further evaluate the accuracy of the predicted initial green, the error in predicting the
initial green with respect to the queue clearance was calculated. A histogram of this error for
phase 2 and phase 6 is illustrated in Figure 31. A key issue to understand in this error is the error
experienced during low volume conditions. Frequently during low volume conditions, there may
be a queue of just one or two vehicles. The time taken to clear this small queue of one or two
vehicles is smaller than the minimum green for phase 2 and phase 6. This fact is represented as
an error in the estimation of the initial green where the minimum value of the predicted initial
green is the minimum green. It can be seen from Figure 31 that a significant portion of the error
in predicting the initial green is between 0 and 3 seconds. This is the minimum green factor. The
error in prediction was then compared for phase 2 and phase 6 and also for the error for
weekdays and weekends. Table 2 illustrates the root mean square error (RMSE) for the
prediction of the initial green. It is seen that phase 6 has a slightly higher RMSE compared to
phase 2, and RMSE on a weekday appears to be slightly higher than for the weekend. However,

all these errors are very marginal and are usually greater than the queue clearance time.
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Figure 31. Error in Predicting the Initial Green.
Table 2. Root Mean Square Error Comparison.
RMSE (Seconds) | Sample Size
All data 2.740 7,853
Phase 2 only 2.522 4,829
Phase 6 only 3.056 3,024
Weekday only | 2.817 5,235
Weekend only | 2.580 2,618
MODULE 2

Researchers evaluated the performance of both naive and advanced prediction algorithms
proposed in this study. Three signalized intersections in Waco, Bryan, and Houston Districts
were selected as study sites for the evaluation. For each study site, data collection software was
deployed in a field-hardened computer installed inside a signal cabinet to collect the historical
green durations for all the phases. A minimum of four weeks of historical data were collected at

each site for the evaluation.

Measures of Effectiveness

The evaluation procedure considers the actual green duration observed for the interval as

a ground truth data. Therefore, the differences between the predicted and actual green durations
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are the prediction errors. The desirable prediction algorithms should minimize these errors. For
the purpose of evaluation, researchers assumed that certain percentages of the detectors failed
and therefore required the prediction. Then, we quantified the differences between the predicted
values and what we actually observed from the data. The following MOEs were calculated to
quantify the performance of the two algorithms (naive and advanced predictions) with respect to
the ground truth durations:

e root mean square of errors (RMSE),

e mean absolute errors (MAE),

e mean absolute percentage of errors (MAPE),

® mean error,

e standard deviation of error,

e percentage of comparison intervals, and

e percentage of incalculable historical input data.

Let g, be the ground truth data for the interval i and g, be the predicted values for the

corresponding interval i, where i = 1, 2,..., n. The n is the total number of intervals considered in

the comparison.

RMSE is expressed as

RMSE =
MAE is expressed as

Z |<§z - gl |
MAE ==
n
MAPE is expressed as
&-2l,100
MAPE ==&
n
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Evaluation Scenarios

For each study site, the researchers varied different rates of detector failure ranging from
10 percent to 100 percent. Researchers did not consider zero percent failure because that would
imply the detector is functioning 100 percent of the time and thus would require no prediction.
Failure intervals were randomly assigned to the evaluation data. For each failure interval, two
prediction algorithms—naive and advanced prediction—were applied and the predicted values
were recorded for comparison. Naive prediction simply utilizes the historical means from the
same time of day and the same day of week as a predictor. Researchers evaluated the
performance measures by phase and by the intersection (all phases combined).

For the purpose of evaluation, the data set used to populate the input tables is referred to
as calibration data. The data set used to test the performance of the algorithm is the validation
data. Ideally, calibration data and validation should be two separate data sets. However, due to
the limited amount of resources for the data collection, only the Waco site had sufficient data for
splitting into calibration and validation data sets. The other two sites in Bryan and Conroe relied

on the same set of data for both calibration and validation tasks.

Evaluation Results

This section documents the evaluation results from each of the three study sites evaluated
in this study. Researchers compared results from the two predication algorithms at each site. The
percentages of detector failure scenarios evaluated are 10 percent, 25 percent, 50 percent, 75

percent, 90 percent, and 100 percent.

Waco

Below are the dates of data used for the evaluation of the algorithms at the Waco site:

e calibration data: 04/15/2009 — 07/05/2009;

e validation data: 07/23/2009 — 08/23/2009; and

e observed phases: 2,4, 5, and 6.

Table 3 and Table 4 show examples of input data tables for the advanced prediction
algorithm. These tables show the input data calculated for Mondays using 15-minute intervals
from interval #25 to #88. There are 96 intervals in one day; interval #1 represents 12:00AM —
12:15AM, and thus intervals #25 to #88 would be equivalent to 6:00AM — 10:00PM.
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Table 3. Waco—Mean and Variance of Green Durations (Mondays).

Monday Mean Green Duration (sec) Variance of Green Durations (sec?)

Interval 2 4 5 6 2 4 5 6
25 182.3 10.0 9.0 57.6 29274.3 0.0 4.4 1194.4
26 2953 10.1 9.2 75.5 27699.0 0.2 4.8 7347.7
27 279.9 109 9.8 45.8 20516.1 31 7.1 579.2
28 269.2 105 108 384 41722.4 3.4 9.6 219.4
29 188.7 103 106 36.7 12579.5 0.7 8.9 228.1
30 153.8 113 143 334 9333.1 116 19.4 64.0
31 161.3 106 154 36.6 17053.0 2.2 19.9 118.8
32 1679 102 11.8 375 171240 0.7 17.0 207.8
33 249.4 11.0 9.7 44.5 17092.6 6.1 7.4 897.5
34 200.1 10.1 9.9 43.7 34060.3 0.4 8.7 383.5
35 138.7 10.2 9.8 58.4 11569.6 1.0 9.3 2332.7
36 2404 101 9.7 61.4 25940.8 0.2 5.8 1908.1
37 236.4 103 9.5 62.9 46360.2 0.7 7.9 1864.3
38 237.7 101 103 683 30129.3 0.1 9.5 2782.9
39 151.1  10.2 9.9 61.7 14233.3 0.2 10.4 1446.3
40 185.1 10.0 104 52.7 15051.7 0.0 15.1 1349.7
41 149.2 105 105 541 15621.0 2.6 15.0 2114.4
42 169.4 10.2 10.0 58.0 11618.2 0.3 11.6 1455.4
43 170.2 10.1 9.9 60.8 15642.8 0.1 9.9 1741.9
44 171.0 102 103 514 11110.1 0.5 13.0 1102.2
45 137.0 10.1 9.7 61.2 14250.2 0.2 7.0 2271.6
46 168.2 10.2 105 56.1 25007.8 0.6 13.0 1036.0
47 141.6 10.6 9.7 56.2 11915.2 2.7 9.7 1340.0
48 1280 10.2 111 56.5 6231.7 0.7 13.6 1794.5
49 176.8 10.4 9.6 58.1 12701.7 1.0 7.8 1967.7
50 176.4 10.5 104 551 14571.2 21 12.0 1379.3
51 196.2 10.4 9.6 44.3 27000.5 1.0 8.0 574.6
52 236.8 105 102 424 34942.6 3.6 10.8 409.4
53 2157 101 10.0 40.6 22024.8 0.1 10.1 535.8
54 2586 100 113 385 47650.6 0.0 14.4 3335
55 2313 105 115 357 23885.3 0.9 12.5 124.6
56 180.5 10.1 10.0 414 22553.7 0.2 10.7 559.6
57 138.8 10.4 9.9 54.5 14390.6 1.5 10.6 2149.2
58 166.7 105 10.2 518 14072.4 2.4 11.7 1424.5
59 66.1 103 114 3938 1512.0 1.3 14.1 449.9
60 143.2  10.5 9.9 49.6 9571.1 1.8 10.3 761.9
61 155.3 10.2 103 478 17261.2 04 12.2 722.8
62 156.3 104 104 423 17329.2 1.4 10.2 515.9
63 1351 103 106 371 9342.2 1.0 14.5 511.9
64 180.1 106 12.0 34.2 11652.0 1.6 18.4 123.4
65 2032 101 135 311 13524.0 0.3 20.9 51.4
66 139.4 105 115 343 12880.7 1.3 13.0 192.9
67 640 105 108 35.0 1787.5 1.9 13.6 158.9
68 96.8 103 9.7 45.9 6494.6 0.6 6.2 1164.6
69 101.5 10.4 9.6 47.4 7330.5 2.0 7.4 771.4
70 107.2 10.1 10.0 459 7605.4 0.4 17.4 910.2
71 1625 100 9.8 625 83685 0.0 9.2 2302.7
72 142.8 10.6 9.4 68.1 12561.1 5.4 7.2 2287.4
73 143.1 102 10.0 75.8 15273.4 0.7 9.4 5879.1
74 163.1 10.1 9.5 94.9 16284.8 0.2 10.4 11489.2
75 190.0 10.6 9.5 72.5 23095.2 33 14.4 2786.7
76 221.8 10.2 8.9 82.4 27279.7 0.3 3.3 3366.0
77 150.1 10.2 104 914 22802.9 1.8 16.5 8457.7
78 1988 103 89 101.7 305749 1.0 5.8 84439
79 2349 10.0 9.0 96.5 28614.5 0.0 4.1 8755.1
80 267.0 103 10.1 103.6 30144.3 1.0 11.9 119120
81 2224 100 9.3 1014 11719.4 0.0 6.0 7228.8
82 1233 10.1 9.1 93.3 10469.4 0.2 6.6 4788.7
83 168.5 10.1 89 1034 170204 0.4 3.5 9937.2
84 1448 100 86 @ 86.8 7579.2 0.0 2.5  3758.0
85 150.9 10.0 8.5 82.1 7690.3 0.0 3.2 6521.0
86 206.1 10.5 8.7 74.3 19621.0 1.3 2.4 3955.3
87 2549 104 8.8 59.1 41513.9 2.4 4.0 2451.8
88 345.5 10.0 9.4 57.1 61417.9 0.0 7.7 1659.5
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Table 4. Waco—Mean and Variance of Change in Green Durations (Mondays).

Monday  Average Change (sec) Variance of Change in Green (secz)

Interval 2 4 5 6 2 4 5 6
25 -175.9 -0.1 -0.3 15.7 740223 02 05 813
26 9%.1 0.1 0.2 338 223769 00 1.8 2145.2
27 -11.0 0.7 0.6 -45.7 22887.2 09 08 2453.1
28 124.7 04 1.0 -88 90882.3 105 1.1 180.3
29 -66.7 -0.6 -0.2 -1.4 78237.8 60 2.7 68.9
30 -3.0 08 3.7 -37 207845 2.8 2.6 375
31 -36 -0.7 1.1 35 159929 33 27 16.5
32 12.2 -0.4 -36 038 7660.0 08 2.1 38.6
33 1365 1.2 -21 81 263915 15 25 125.7
34 -93.8 -1.0 0.1 -1.6 565139 1.8 1.7 115.9
35 -924 0.0 -0.2 21.2 517516 05 24 589.8
36 99.0 0.0 00 -21 170745 00 28 308.3
37 55.5 0.2 -0.2 1.2 64223.4 05 1.3 218.3
38 -1085 -0.2 1.0 6.6 79977.8 01 2.1 623.6
39 -113.1 0.0 -0.7 -5.0 325454 03 46 163.6
40 7.2 -02 0.7 -118 139193 01 3.2 309.7
41 40 06 02 39 197325 17 63 244.6
42 -16.2 -0.4 -0.9 2.7 23103.8 1.1 69 330.6
43 136 -0.1-01 29 185471 01 05 371.1
44 -104 0.1 05 -10.8 19862.2 0.1 23 173.2
45 -43.6 -0.1 -0.5 12.7 142985 01 20 279.5
46 774 04 08 -7.0 10799.4 1.8 26 357.5
47 -38.1 0.0 -09 -1.0 9117.8 28 5.2 135.5
48 -250 -0.2 1.6 17 56682 0.9 86 475.5
49 424 0.1 -1.7 -03 176293 09 9.0 234.5
50 -5.6 02 08 -17 159479 14 6.7 200.7
51 436 -0.1 -0.7 -12.6 248709 23 3.8 218.9
52 53.7 0.0 06 -23 9392.0 18 12 29.1
53 13.0 -04 -02 -17 652370 1.1 0.1 12.7
54 119.3 -0.1 1.2 -1.0 427469 00 15 174.0
55 -1347 0.5 0.4 -40 79963.1 04 24 130.5
56 -77.3 -03 -1.5 5.7 6047.2 05 1.3 22.0
57 -543 09 -0.2 182 25673.8 53 1.7 685.0
58 50.3 -0.7 03 -7.1 131047 58 2.8 544.3
59 -1304 -0.1 1.2 -124 9214 06 23 137.5
60 61.6 0.3 -1.4 10.1 5067.4 06 49 8.2
61 78.0 -04 03 -17 29429.2 08 1.7 86.2
62 -13.7 0.2 0.0 -55 357325 05 23 65.8
63 -39.5 -0.2 0.3 -5.2 55748 04 16 154.3
64 786 03 14 -35 5573.0 05 23 62.2
65 19.5 -0.4 15 -3.1 77419 03 19 6.6
66 -81.2 0.5 -2.0 3.4 141469 08 12 14.4
67 -71.8 0.0 -0.7 05 2455.6 1.0 35 27.7
68 50.3 -03-1.2 126 40253 0.5 22 248.4
69 -9.7 01 -01 0.3 5039.2 05 14 157.4
70 41 -03 04 -0.6 37490 04 13 164.0
71 53.2 -0.1 0.0 17.2 3303.1 01 37 467.9
72 -6.1 05 -0.6 9.5 5532.0 09 3.0 893.8
73 -28.4 -03 06 7.6 177377 11 18 638.7
74 -11.7 0.0 0.0 40.3 16469.5 0.1 55 6568.2
75 440 0.4 -0.8 -46.5 203586 1.7 9.2 8633.8
76 -19.6 -0.4 0.0 15.6 4879.0 15 6.8 1012.8
77 -19.2 00 2.6 243 484410 04 12.8 25154
78 83 0.1 -2.8 -86 129961.3 0.7 10.8 8353.4
79 -153.6 -0.4 1.0 -5.0 85792.7 04 4.1 1023.1
80 -22.6 0.2 -0.5 35.7 44.7 01 98 176210
81 76.8 -0.2 -0.2 -16.4 80199 0.1 3.9 213441
82 -1079 0.1 0.4 -245 84314 00 7.0 6256.7
83 77.6 0.0 -1.2 50.7 130464 0.1 2.6 164316
84 -47.2 -0.1 -0.4 -59.8 17083.7 0.0 1.1 189745
85 -22.7 00 0.1 -29 34466 00 038 417.2
86 297 04 01 -43 19404.8 0.7 1.2 2110.7
87 20.7 0.3 0.1 -20.5 23729.8 35 038 1723.4
88 178.8 -0.6 0.6 -3.9 203523 1.8 1.7 378.0
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Table 5 through Table 8 summarize the performance evaluation results by phase and by
intersection (all phases). The results indicated that phase 4 will benefit most from the proposed
algorithm. This is because phase 4 is a side-street phase with no recall; therefore, the green times
observed from both the historical and immediate past are more likely to reflect the true demand

for the green times.

Table 5. Naive Prediction versus Ground Truth by Phase (Waco, 50% Failure).

Phase 2 4 5 6

Number of Compared Intervals 2236 2726 2975 3005
RMSE (sec) 1254 19 10 711
MAE (sec) 8.0 11 06 330
MAPE 50.0% 9.0% 6.6% 27.4%
Mean Error (Bias) -279 03 00 -14.0
SD of Error 1222 1.9 1.0 69.7

Table 6. Advanced Algorithm versus Ground Truth by Phase (Waco, 50% Failure).

Phase 2 4 5 6

Number of Compared Intervals 2236 2726 2975 3005
RMSE 1247 16 11 684
MAE 8.4 09 07 342
MAPE 52.8% 7.5% 7.5% 30.6%
Mean Error (Bias) -21.8 02 00 -94
SD of Error 1228 16 11 67.8

Table 7. Comparison of Algorithm Performance by Phase (Waco, 50% Failure).

Comparison by Phase 2 4 5 6

RMSE Improvement 0.5% 13.7% -12.1% 3.8%
MAE Improvement -2.9% 16.5% -14.4% -3.6%
MAPE Improvement -28% 16% -09% -3.2%
Bias Improvement 21.6% 37.1% -79.5% 33.2%

Error Variance Improvement = -0.4% 13.2% -12.1% 2.8%
* Base: Naive prediction using historical means.

** Advanced: Proposed algorithm using means and variances.
*** Difference = Advanced - Base
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Table 8. Comparison of Performance for All Phases (Waco, 50% Failure).

All Phases Base Advanced Difference
RMSE Improvement 67.8 66.8 1.5%
MAE Improvement 26.3 27.1 -3.0%
MAPE Improvement 21.8% 23.1% -1.3%
Bias Improvement -9.5 -7.0 26.3%

Error Variance Improvement = 4388.6 4342.3 1.1%
* Base: Naive prediction using historical means.
** Advanced: Proposed algorithm using means and variances.

Figure 32 through Figure 34 display the selected comparison of the prediction algorithms.
Phase 2 is difficult to predict, as expected, because the phase is operating in the recall mode and
the demand from the conflict movements needed to terminate the green times are intermittent.

Phases 4 and 5 are relatively predictable with more consistent demand from the conflicting

phases.
Phase 2
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Figure 32. Example Comparison of Algorithms (Waco, Phase 2, 50% Failure).
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Figure 33. Example Comparison of Algorithms (Waco, Phase 4, 50% Failure).

Phase 5
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Figure 34. Example Comparison of Algorithms (Waco, Phase 5, 50% Failure).

Houston District

Below are the data descriptions used for the performance evaluation of the algorithms at
the Conroe site:

e calibration and validation data: 07/23/2009 — 08/23/2009; and

e observed phases: 1 to 8.

Table 9 and Table 10 show the examples of input data used for the calculation of the
advanced algorithm on Mondays from 6:00AM to 10:00PM.
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Table 9. Conroe—Mean and Variance of Green Durations (Mondays).

Monday Mean Green Duration (sec) Variance of Green Durations (secz)
Interval 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
25 10.3 25.6 73 80 6.1 8.0 93 74 175 719 39 51 0.9 66168 NA 4.2
26 12.4 30.2 81 69 59 63.0 7.2 84 2882678 7.8 4.1 0.3 14878 0.0 125
27 125295 93 79 6.2 543 83 101 26.5 1474 9.1 13.1 1.8 1183.1 88 24.0
28 12.7 29.1 85 7.8 6.6 60.7 7.2 9.5 29.0131.2 3.1 74 25 8513 57 16.2
29 143 335 87 6.1 69 629 9.1 11.3 36.0 189.5 53 2.2 34 11785 22.8 413
30 19.3 33.7 10.1 5.8 6.5 651 83 11.2 57.3 209.5 87 0.7 1.4 713.7 10.0 23.4
31 19.9 32.3 109 6.9 6.8 61.8 9.4 155 50.6 154.2 140 1.6 1.4 611.8 16.5 62.5
32 16.6 33.7 109 7.8 6.8 58.2 5.7 13.0 34.2 167.5 139 57 26 559.2 NA 285
33 14.6 36.7 10.2 7.5 6.8 51.4 NA 12.8 47.9 2045 12.0 7.2 1.8 3119 NA 414
34 13.1 33.2 10.1 69 7.2 569 9.9 11.8 29.2 141.0 11.4 2.4 35 6979 216 326
35 153 34.3 10.2 6.7 7.1 487 9.2 12.7 22.2 259.7 10.7 3.9 3.8 3499 89 40.0
36 14.1 32.8 10.8 7.7 6.3 59.2 19.2 12.1 32.4 204.5 10.5 12.7 1.3 385.7 143.4 29.4
37 13.2 349 9.7 55 6.7 682 7.7 98 224 2215 144 05 19 2191.8 0.5 207
38 139 33.0 87 73 65 728 58 9.6 322 163.6 52 63 2.1 22324 13 185
39 15.0 339 94 6.4 6.1 63.6 57 11.8 3401896 7.7 19 04 987.2 NA 393
40 13.7 385 10.1 6.9 6.2 554 56 11.1 26.1 235.2 119 7.6 0.7 407.4 0.7 36.0
41 12.4 329 88 6.0 7.2 52.8 13.7 11.4 26.7 186.3 4.6 1.0 4.3 5544 66.0 351
42 13.9 42,5 10.5 6.5 7.0 67.6 17.5 13.4 34.3 297.7 10.9 5.2 2.9 1901.5 263.1 59.7
43 145 35.6 9.8 6.6 7.1 629 139 12.2 23.8 153.7 7.1 1.4 2.1 1077.9 110.6 42.5
44 15.2 353 9.8 81 7.3 545 10.4 10.4 45.7 133.7 84 13.7 4.1 466.5 10.6 19.5
45 16.1 44.2 109 7.8 7.1 69.7 9.4 10.1 38.7 264.7 145 15 3.4 3873 181 85
46 14.3 38.3 109 6.1 7.4 639 125 10.7 32.7 167.0 286 0.5 2.3 7083 785 18.1
47 14.6 36.9 10.1 6.8 6.3 61.4 145 13.1 24.1 243.8 9.7 29 2.0 1163.7 17.1 432
48 15.2 415 12.0 7.7 6.5 63.7 10.1 13.8 33.1 158.6 10.4 5.7 1.0 340.7 91.3 4438
49 18.1 48.8 11.6 6.6 6.9 66.7 159 15.5 37.8 225.6 10.7 2.9 5.7 334.8 107.9 47.8
50 17.5 40.1 123 6.5 7.4 61.0 9.5 129 583 192.8 21.1 2.1 4.1 4060 7.5 316
51 18.6 37.9 11.5 6.5 7.4 558 8.9 13.8 62.7 196.4 163 3.2 4.5 3653 104 68.4
52 16.7 40.9 10.4 6.4 6.3 57.0 13.1 14.6 33.1 235.1 129 1.6 1.0 589.0 43.6 61.6
53 17.6 42.1 10.8 6.2 7.4 67.0 7.2 142 411 2132 99 12 48 9024 12 495
54 17.0 41.0 9.5 7.4 6.4 63.0 12.6 12.3 47.7 182.5 103 3.9 1.1 6564 33.5 424
55 19.0 39.8 10.6 8.7 6.6 65.5 14.0 11.0 36.6 2443 8.6 439 15 690.7 64.0 183
56 15.0 39.2 11.6 11.5 6.4 64.9 11.8 15.1 33.0 200.3 19.7 34.7 1.0 1134.8 76.9 63.5
57 17.4 42,5 10.4 6.7 7.0 66.4 12.1 13.6 46.8 2188 6.2 09 2.6 8473 09 515
58 16.6 43.5 11.2 58 6.2 61.1 12.6 15.0 44.4 2244 86 1.0 2.2 461.0 486 439
59 14.9 42.0 10.8 59 7.9 63.5 12.4 11.0 40.6 311.5 16.6 0.8 25.0 438.8 71.0 27.9
60 15.3 39.2 100 76 7.3 62.1 9.5 11.9 381 2274 44 9.0 54 866.8 26 440
61 18.6 45.8 11.0 9.3 7.3 58.4 12.4 14.0 55.3 186.2 13.6 39.7 6.1 660.3 67.5 68.6
62 17.8 46.3 12.3 16.6 7.9 743 7.8 18.8 48.2 181.3 14.3 40.8 13.0 473.0 6.8 140.5
63 18.6 44.8 11.0 14.2 6.4 66.7 8.8 17.6 29.0 218.6 12.7 451 1.3 789.1 17.3 115.5
64 16.3 46.9 11.8 7.0 6.9 67.9 11.8 13.0 42.0 234.8 17.5 1.2 1.8 352.3 140.0 46.2
65 18.3 46.6 11.4 7.6 7.0 63.5 11.8 145 47.1 211.3 7.1 2.6 4.7 269.5 3.7 50.1
66 19.2 47.7 12.2 7.0 7.2 70.7 14.1 13.3 519 168.9 23.0 10.6 3.4 747.2 289 456
67 20.0 44.2 13.7 89 7.1 642 8.4 14.0 584 182.0 289 12.8 4.0 4664 7.8 353
68 22.3 484 129 7.0 7.4 742 9.8 143 473 161.6 18.7 4.7 3.8 479.9 23.7 438
69 244 55.6 125 6.8 6.9 788 86 158 335 793 23.6 2.7 25 189.8 75 474
70 21.4 49.2 12.4 10.1 7.4 71.7 13.0 14.2 32.6 140.4 19.7 50.6 3.6 189.7 48.4 37.4
71 20.8 49.8 12.7 6.5 6.6 70.3 8.7 15.1 38.7 2264 16.1 2.4 23 49.4 6.7 528
72 19.2 45.5 10.8 7.6 8.1 735 9.8 13.0 50.4 194.4 11.5 2.5 3.9 619.0 NA 37.2
73 16.4 39.1 9.8 9.8 6.2 687 11.8 11.4 44.0 190.4 20.0 53.5 1.1 556.9 63.4 39.1
74 145 35.3 10.1 89 7.0 51.4 86 99 24.0177.7 16.6 31.5 49 621.6 11.0 245
75 13.3 342 9.8 94 6.4 550 6.2 11.7 39.1 123.6 14.5 60.9 1.6 11255 0.1 80.8
76 11.9 327 79 81 7.8 544 9.0 87 284 2433 80 276 7.3 561.2 29.6 239
77 12.6 315 82 6.8 7.5 679 83 81 204 287.0 115 86 4.4 1723.6 254 186

78 9.7 331 77 71 73 648 73 81 1212931 41 21 44 22278 32 98
79 89 291 82 74 6.1 634 65 7.1 106 288.4 14.2 159 0.9 10709 0.7 3.8
80 106 284 7.1 7.7 6.0 52.7 11.1 7.4 12.7 1344 3.4 145 0.3 1550.0 75.3 11.0
81 9.1 287 84 74 65 829 61 82 13.8330.6 11.4 99 2.2 43434 10 176
82 9.8 309 72 7.6 63 549 79 74 2122125 27 79 04 10842 NA 47
83 9.5 311 72 6.0 65 60.0 68 7.5 1224709 28 1.0 2.1 17262 0.6 108
84 9.8 30.1 71 7.2 6.7 589 7.6 80 1162229 3.0 9.6 23 1531.1 NA 176
85 89 312 76 73 63 763 57 7.6 7.8 327.8 32 148 1.0 29745 1.0 116
86 75 326 68 58 65 718 6.0 63 68 6152 1.3 3.1 14 42403 03 28
87 80 355 78 7.0 711018 50 7.5 7.2 4511 3.5 142 6.0 87422 NA 9.0
88 79 352 68 54 63 80 NA 61 58 5063 1.0 05 03 92183 NA 12
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Table 10. Conroe—Mean and Variance of Change in Green Durations (Mondays).

Monday Average Change (sec) Variance of Change in Green (secz)
Interval 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
25 1.8 -15 02 22 07 -63 NA 04 20 42 20 14 0.6 16406 NA 15
26 2.0 47 0.8 -0.8-0.1-200 NA 10 1.0 05 18 04 04 551 NA 48
27 01 -08 13 1.0 04 -84 31 18 70 74 14 58 05 1508 NA 27
28 0.2 -03-09-01 00 67 NA -09 40 01 08 98 16 3847 NA 57
29 16 45 03 -1.8 05 27 -14 19 17 82 25 33 02 957 NA 160
30 51 01 14 -0.2-05 19 -3.5 0.0 25 128 51 03 0.2 3309 281 1438
31 0.7 -1.3 0.8 1.0 -0.1 -28 63 43 135 377 26 02 0.0 932 47 18
32 -36 1.2 01 1.0 01 -44 -08 -25 98 24 29 30 03 444 NA 33
33 -1.7 31 -09 -0.2 00 -73 NA -01 84 571 43 11.8 0.7 475 NA 838
34 -1.8 -3.3 0.0 -0.8-0.1 62 NA -09 63 756 19 12 03 1658 NA 6.5
35 22 15 02 -0.7 -1.0 -82 -21 0.9 16 1004 3.2 15 87 396 NA 70
36 -1.2-19 05 0.7 -0.8 101 10.0 -0.7 3.1 824 82 65 17 2485 2393 131
37 -1.0 1.8 -1.0 -1.6 0.1 10.1 -20.4 -21 44 254 105 29 05 2447 NA 101
38 09 -19-12 16 03 45 -14 -04 30 50 63 27 11 11734 NA 26
39 09 09 0.7 -04 -05-104 NA 21 49 29 02 15 26 3040 NA 30
40 -1.2 54 07 01 03 -7.7 -01 -05 47 520 3.0 23 00 726 NA 75
41 -14 -5.7 -1.3 -0.7 0.7 -29 NA 02 58 1401 05 16 24 935 NA 22
42 15 90 18 04 00 176 58 18 4.7 1162 25 20 0.9 8879 594.0 7.7
43 0.5 -67-0.7 09 -0.2 -7.1 153 -1.0 63 952 33 02 12 5206 NA 120
44 1.0 -05 0.1 1.0 05 -9.2 -39 -20 125 514 3.0 12.8 2.2 170.5 108.7 11.9
45 0.6 9.1 09 -22 0.1 156 -23 -03 124 80.2 29 322 03 719 40 38
46 -1.7 -58 01 -20 0.2 -60 38 07 87 775 13 33 33 422 728 28
47 03 -16-09 06 -1.2 -07 45 31 87 621 25 00 14 1001 424 80
48 0.7 45 2.0 06 00 03 -80 01 68 365 15 23 16 2402 164 59
49 28 73 -03-07 03 32 85 17 110 97 27 10 04 458 2209 80

50 -0.6 -86 0.7 -04 08 -49 -77 -26 86 746 09 19 1.0 201.1 1411 16
51 11 -22-08 01 00 -57 -02 1.0 103 107 88 13 68 559 67 144
52 -20 28 -1.1-04 -12 12 66 06 126 261 16 07 27 668 382 87
53 09 14 04 -01 1.2 97 -75 -06 34 184 35 06 14 2816 836 0.7
54 -0.7 -1.4 -1.3 0.7 -1.0 -2.8 84 -1.7 54 417 04 21 12 2435 467 125
55 20 -11 1.2 24 01 27 -64 -13 47 194 15 23.0 09 1249 127.7 3.0
56 -40-07 1.0 3.2 -03 -16 03 43 19 13 13 86 1.6 301.8 240.2 265
57 24 33 -13-40 07 14 -34 -16 158 11 11 250 0.8 431.2 157.5 255
58 -0.8 1.1 09 -1.0-11 -55 15 15 229 424 06 17 0.1 1309 402 18

59 -16-13-04 02 18 25 -04 -41 145 573 07 10 23 59.7 238 121
60 03 -29-10 15 -03 -1.3 -73 0.7 305 486 1.0 04 46 261 1232 83
61 36 64 10 34 -03 -25 21 23 256 290 15 25 6.6 737 289 34
62 -0.7 0.7 13 25 0.7 146 -50 50 737 317 1.2 17.0 2.8 1584 675 111.8
63 0.6 -1.7 -1.2 3.3 -13 -7.0 -2.6 -1.6 22.0 640 0.5 168 1.2 99.7 NA 284
64 -23 23 08 -69 04 10 -34 -45 114 975 6.6 474 14 380 NA 347
65 19 -04-04 10 02 -42 -28 15 160 458 7.1 48 03 3175 2213 182
66 12 14 08 -08 03 62 54 -1.2 107 394 44 26 02 404 481 121
67 0.5 -3.8 1.5 3.1 -02 -6.5 -141 0.7 10.7 82.6 13.8 109 2.0 13.6 NA 46
68 25 43 -08-1.0 02 100 35 05 151 124 133 03 22 201 NA 16
69 19 71 -04-02-04 56 -17 13 315 136 26 36 14 183 81 117
70 -29-66-0.1 1.6 04 -82 50 -05 309 60.2 13 203 04 1068 59.0 30.0

71 -0.8 05 04 -3.0-0.8 -01 -50 -0.3 305 741 22 199 1.8 107.7 102.5 20.7
72 -1.2-3.8-20 05 16 26 -19 -21 382 189 27 33 14 207.7 NA 49
73 -29 -5.8 -0.7 33 -20 -43 -27 -1.3 88 647 18 487 23 2814 NA 03
74 -2.2 -48 -0.1 -3.8 09 -184 -3.2 -1.7 6.3 113.7 3.1 53.7 1.8 207.1 27.4 21
75 -1.1-05 02 -0.2 -05 49 -18 1.8 52 408 45 217 29 2772 62 81
76 -14-19-22-07 1.2 -16 15 -31 100 80.8 56 7.7 62 2106 16 214
77 06 -1.5 0.2 -1.3 05 148 15 -04 85 231 35 94 121 1104 199 103
78 -29 19 -02 00 -1.1 -27 -62 -03 0.2 366 85 14 52 7183 77.0 51
79 -0.8-40 00 03 -1.3 -30 -0.7 -0.7 0.7 97 21 32 10 3163 43 22

80 19 -07-09 28 02 -96 84 00 29 47 04 469 06 2202 1859 24
81 -1.7 06 13 -27 03 322 NA 08 3.0 111.2 3.0 72.6 04 2147 NA 46
82 0.7 17 -1.3 -02 -0.1 -30.9 NA -0.8 28 354 45 79 0.1 1101.3 NA 35
83 -04 06 02 -11 02 66 NA 02 36 9.2 33 26 05 2483 NA 15
84 03 -12-03 13 04 -04 06 05 57 1493 2.7 04 20 2747 NA 08
85 -0.8 1.0 04 0.0 -0.1 155 NA -04 14 384 34 79 78 7270 NA 23
86 -14 18 -06 -1.6 -05 -09 0.7 -1.4 08 173 3.0 48 29 491.8 NA 28
87 05 32 09 12 13 346 NA 12 02 1197 0.6 6.8 82 35241 NA 58
88 0.0 -0.9 -09 -1.6 -1.3 -19.7 NA -1.4 0.2 504 09 6.7 7.9 33264 NA 40

62



Table 11 through Table 14 summarize the performance evaluation results by phase and
by intersection (all phases). The results also indicated that phase 4 will benefit most from the
proposed algorithm. This is because phase 4 is a side-street phase with no recall; therefore, the

green times observed from both the historical and immediate past are more likely to reflect the

true demand for the green times.

Table 11. Naive Prediction versus Ground Truth by Phase (Conroe, 50% Failure).

Phase 1 2 3 4 5 6 7 8
Number of Compared Intervals = 1412 1409 1231 1190 1116 1286 685 1341
RMSE (sec) 1.7 371 12 24 11 618 40 20
MAE (sec) 1.1 127 0.9 1.4 0.7 275 26 13
MAPE 9.3% 15.4% 9.3% 18.4% 9.7% 24.2% 27.6% 12.7%
Mean Error (Bias) 00 -30 00 00 00 -68 02 00
SD of Error 1.7 370 12 24 11 615 40 20

Table 12. Advanced Algorithm versus Ground Truth by Phase (Conroe, 50%

Failure).
Phase 1 2 3 4 5 6 7 8
Number of Compared Intervals 1412 1409 1231 1190 1116 1286 685 1341
RMSE 1.8 378 13 2.3 1.1 600 39 21
MAE 1.3 148 1.0 1.4 0.7 283 26 1.5
MAPE 10.5% 18.7% 10.4% 18.2% 10.0% 26.5% 26.8% 14.1%
Mean Error (Bias) -0.1 -15 00 00 00 -43 01 00
SD of Error 1.8 378 13 23 1.1 599 39 21

Table 13. Comparison of Algorithm Performance by Phase (Conroe, 50%

Failure).
Comparison by Phase 1 2 3 4 5 6 7 8
RMSE Improvement -7.1% -1.8% -10.1% 1.7% 52% 2.9% 1.2% -82%
MAE Improvement -14.8% -16.5% -12.4% 1.1%  -3.1% -2.8% 1.3% -11.4%
MAPE Improvement -1.2% -3.4% -1.1% 02%  -0.3% -2.4% 0.8% -1.4%
Bias Improvement -22.5% 49.7% 290.4% -1908.2% 218.2% 37.5% 61.3% 151.8%
Error Variance Improvement -7.1% -2.1% -10.1% 1.7% 52% 2.6% 1.1% -8.2%

* Base: Naive prediction using historical means.
** Advanced: Proposed algorithm using means and variances.
*** Difference = Advanced - Base
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Table 14. Comparison of Algorithm Performance for All Phases (Conroe, 50%

Failure).
All Phases Base Advanced Difference
RMSE Improvement 26.7 26.3 1.5%
MAE Improvement 6.4 6.9 -7.2%
Bias Improvement -1.3 -0.8 40.8%
Error Variance Improvement 704.5 687.6 2.4%

* Base: Naive prediction using historical means.
** Advanced: Proposed algorithm using means and variances.

Figure 35 through Figure 37 display the selected comparison of the prediction algorithms.
Similarly, phases on recall mode with intermittent demand from the conflicting movements, such
as phase 2, are difficult to predict with high accuracy. Phases 4 and 5 are relatively more

predictable, as they experience more consistent demand from the conflicting phases.
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Figure 35. Example Comparison of Algorithms (Conroe, Phase 2, 50% Failure).
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Figure 36. Example Comparison of Algorithms (Conroe, Phase 4, 50% Failure).
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Figure 37. Example Comparison of Algorithms (Conroe, Phase 5, 50% Failure).

Bryan

Below are the data descriptions used for the performance evaluation of the algorithms at
the Bryan site:

e calibration and validation data: 07/03/2009 — 08/12/2009; and

e observed phases: 1 to 8.
Table 15 and Table 16 show the examples of input data used for the calculation of the
advanced algorithm on Mondays from 6:00AM to 10:00PM.
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Table 15. Bryan—Mean and Variance of Green Durations (Mondays).

Monday Mean Green Duration (sec) Variance of Green Durations (secz)

Interval 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
25 11.7 10.3 8.7 14.5 7.2 13.7 79 156 36.6 273 56 36.1 04 765 26 49.6
26 115 126 9.5 174 8.0 164 81 17.0 351 49.6 104 357 3.3 87.0 3.8 472

27 7.4 16.6 115 182 84 145 9.0 178 06 921 254 489 6.5 60.8 54 456
28 84 173 12.1 16.8 9.1 156 9.9 163 11.1 113.8 23.4 48.4 12.3 70.0 12.8 52.4
29 8.5 19.5 11.9 18.6 9.0 18.0 10.9 16.7 4.0 106.9 19.7 55.5 5.7 749 14.0 281
30 8.6 21.6 142 22.7 9.4 18.0 143 19.8 11.0 94.7 31.3 77.2 10.0 80.3 23.2 28.4
31 8.1 239 14.2 23.0 10.6 19.8 15.0 20.5 5.8 76.5 26.1 45.6 14.3 63.1 19.1 22.0
32 8.6 204 11.7 19.8 9.8 185 119 180 7.6 763 22.8 376 9.9 61.1 16.5 285
33 83 183 113 19.2 9.1 182 113 179 6.7 1045 19.1 45.8 83 63.5 14.6 44.7
34 8.2 201 11.1 184 9.4 184 104 155 3.1 1180 19.8 39.1 7.7 659 13.9 30.6
35 8.9 189 11.3 195 9.5 185 10.7 17.0 10.0 76.6 15.8 38.0 9.0 67.3 14.0 35.6
36 7.8 185 11.0 181 9.0 17.8 109 16.2 29 1144 18.1 48.2 11.5 63.3 11.8 25.6
37 7.7 18.8 10.6 183 9.9 185 9.8 161 16 92.7 186 358 13.5 71.0 7.9 275
38 8.4 20.7 11.6 17.7 10.1 21.6 99 179 4.4 90.8 26.6 39.8 15.7 59.8 7.1 45.2
39 85 19.7 10.8 18.0 84 185 10.1 173 55 90.5 13.6 339 3.4 653 12.0 36.2
40 8.3 19.7 11.8 19.3 109 19.4 99 186 2.9 95.6 244 473 163 521 7.1 313
41 89 20.7 11.5 184 9.5 19.0 10.3 164 3.5 722 17.6 55.4 83 76.0 10.5 31.0
42 8.8 19.3 11.2 18.2 10.4 17.6 10.5 18.1 10.8 92.1 19.3 46.0 10.8 44.2 12.2 42.1
43 8.9 18.1 11.5 18.6 10.7 18.1 10.7 183 7.7 55.1 19.5 44.7 17.6 52.4 139 23.0
44 8.7 18.0 12.0 18.7 9.5 18.7 9.8 186 57 515 19.4 42.8 10.4 50.9 10.4 35.0
45 9.4 183 12.6 184 9.6 18.1 10.6 188 6.0 67.5 23.6 40.0 7.5 520 7.7 285
46 10.2 20.5 11.8 17.4 11.3 184 9.8 19.4 13.0 60.6 20.6 22.3 16.0 60.0 8.0 20.5
47 9.2 21.5 11.8 19.4 10.7 18.8 11.0 20.1 6.8 68.6 20.8 23.4 12.0 52.6 11.7 42.7
48 8.9 21.4 129 19.7 11.4 18.7 12.5 19.1 4.9 79.0 21.0 259 143 489 119 26.8
49 9.7 21.1 13.2 20.6 11.6 19.0 12.2 20.4 8.7 78.9 26.1 41.8 17.8 483 19.5 21.0
50 9.9 19.3 11.8 20.6 10.7 20.1 11.5 19.5 85 59.3 20.2 24.5 11.1 55.1 111 27.7
51 10.1 20.2 11.9 20.4 10.5 20.8 11.7 19.5 13.2 47.9 23.2 25.8 13.0 50.7 17.9 30.1
52 9.4 21.0 13.0 19.1 10.4 20.8 11.1 20.2 11.8 80.7 21.6 442 9.8 47.1 10.8 32.5
53 9.4 183 11.4 19.0 10.1 19.7 10.5 187 5.3 86.1 21.9 32.1 11.4 47.8 10.7 36.0
54 9.2 21.6 12.4 19.9 103 17.9 10.1 20.1 83 68.8 22.5 55.0 12.1 503 81 27.8
55 9.4 19.6 10.7 20.9 11.0 19.8 11.1 189 5.6 77.1 14.3 44.1 11.1 479 164 283
56 9.0 21.1 12.3 19.1 10.6 19.3 10.4 19.7 6.7 66.0 24.8 44.7 14.1 37.8 7.7 31.0
57 9.6 16.4 12.3 19.8 10.1 19.7 11.0 20.8 83 41.7 25.8 36.7 7.0 51.7 14.3 49.8
58 9.6 20.1 12.4 185 10.4 20.3 10.4 19.6 8.7 85.4 16.7 33.5 11.9 409 10.3 382
59 9.1 19.2 11.9 20.0 10.1 18.8 10.8 20.3 7.4 49.5 185 351 10.7 42.1 7.7 329
60 9.5 20.7 12.2 18.0 10.2 20.2 10.5 19.7 7.6 87.7 21.7 50.3 13.5 44.0 11.7 39.4
61 9.8 19.2 11.8 19.1 10.1 185 9.6 21.4 125 463 26.8 39.1 9.1 555 8.7 43.2

62 10.4 19.6 13.2 19.2 10.0 20.9 11.2 21.1 12.6 62.8 26.9 20.6 10.5 50.6 11.9 28.2
63 10.2 23.1 13.5 18.7 12.0 21.3 10.7 21.8 10.4 86.3 13.5 18.8 19.0 34.4 115 351

64 9.6 21.6 14.1 18.1 11.3 20.3 10.1 20.6 10.1 88.7 25.6 23.6 129 413 7.6 343
65 9.7 21.3 13.3 17.8 10.7 20.7 9.8 20.9 87 529 22.1 22.7 13.1 359 6.6 303
66 10.8 21.0 14.2 18.5 11.3 21.4 10.2 22.2 13.2 65.9 185 19.6 143 422 7.5 246
67 9.8 24.2 14.1 19.2 12.0 21.8 10.9 21.7 11.0 56.3 13.4 26.2 14.4 33.4 10.9 25.8

68 10.4 23.0 16.1 20.0 11.1 23.5 11.4 242 85 53.6 19.3 17.7 12.7 24.7 14.4 247
69 115 23.7 16.4 19.7 11.9 23.4 11.1 25.7 11.8 58.3 33.1 20.6 16.0 25.6 8.4 47.7
70 10.3 27.1 15.4 19.0 14.5 22.7 10.3 24.4 12.6 108.6 14.2 17.8 17.3 30.6 6.5 20.4
71 11.2 21.0 13.7 17.8 10.6 21.9 10.5 21.7 13.6 67.1 20.0 29.3 13.5 38.9 10.4 36.3

72 9.9 17.1 124 16,5 9.7 204 9.5 19.2 6.6 55.0 16.1 152 13.2 554 99 35.0
73 9.1 181 12.0 169 8.8 18.6 10.0 19.7 7.7 40.4 193 20.6 46 349 94 308
74 9.1 174 11.3 149 9.2 199 93 179 6.8 60.2 125329 56 49.0 10.0 33.5
75 9.2 153 11.1 13.2 9.2 184 88 165 14.1 63.0 18.8 256 47 543 4.6 403
76 9.2 16.6 10.4 13.7 87 17.6 87 158 115 60.4 183 23.7 6.7 468 3.5 36.4
77 8.8 15.6 12.6 143 88 19.7 81 20.2 57 623 395318 55 624 29 913
78 8.8 17.0 13.8 129 85 17.0 84 213 6.6 68.1 50.513.2 3.3 468 42 757
79 8.8 153 10.8 13.0 8.1 16.0 85 155 83 59.0 253 303 3.1 648 134 715
80 10.7 15.0 13.2 15.2 9.1 20.1 10.6 16.5 26.2 72.9 42.6 43.0 12.3 99.2 33.5 524
81 8.6 14.9 10.7 13.1 81 181 9.8 163 9.7 553 213 465 3.1 73.0 313 605
82 9.3 16.6 123 13.6 7.7 19.2 9.0 172 63 921 299 239 15 752 157 474
83 8.2 16.0 12.8 13.4 7.2 21.1 79 213 3.5 744 29.1 300 0.2 509 28 719
84 85 17.7 12.6 13.5 7.8 199 88 204 49 1245 26.4 41.0 1.5 743 13.2 98.7
85 9.4 169 11.4 12.0 89 189 80 189 12.7 842 284 224 82 872 3.7 59.9
86 85 162 11.9 135 81 175 7.5 187 11.1 73.8 32.2 414 35 823 16 839
87 83 15.0 11.2 133 7.4 165 7.7 176 7.7 779 281 36.7 0.7 726 25 120.8
88 80 149 95 116 7.1 173 7.7 158 7.0 137.8 14.7 28.2 0.3 1342 3.0 63.5
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Table 16. Bryan—Mean and Variance of Change in Green Durations (Mondays).

Monday Average Change (sec) Variance of Change in Green (secz)
Interval 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
25 39 -01 0.7 27 00 42 04 23 293 06 12 23 01222 01 11
26 -0.8 29 07 29 0.6 3.1 02 14 403422 0.7 53 06822 0.7 9.3
27 -29 46 21 09 06 -1.8 1.0 1.4 168 11.0 35 69 1.7 484 0.8 26.7
28 11 13 0.8 -10 06 17 1.0 -1.3 4.1 103 34 98 09 207 08 3.1
29 01 15 -03 16 -01 20 10 01 21 180 2.1 119 48 3.8 0.5 6.3
30 06 21 24 39 10 -01 36 28 81 90 69 1896.2 55 7.6 25
31 -1.0 1.8 -0.1 0.2 06 11 06 05 53 175 73 10955 23 49 16
32 0.2 -3.7 -24 -3.2 -0.8 -1.4 -3.1 -25 2.5 289 106 29 2.0 22 15 15
33 -0.1 -1.7 -0.6 -0.5 -0.7 0.2 -0.6 0.0 0.5 79 103 34 31 65 56 4.0
34 -0.3 2.0 0.0 -0.7 03 0.2 -09-26 39 59 59 05 05 23 15 9.1
35 09 -15-01 08 00 -0.1 0.2 1.5 20 145 51 78 11 89 10 5.2
36 -1.0 0.1 -0.2 -1.1 -04 0.0 0.2 -06 09 87 33 10819 38 04 11
37 00 -0.1-04 01 12 01 -1.1-03 04 72 39 45 22 94 05 74
38 05 13 09 -0.7 -0.1 24 0.0 1.9 11 33 26 58 22 95 10 26
39 0.2 -0.6 -0.8 0.3 -1.7 -25 04 -05 28 130 26 12 26 57 17 66
40 -0.2 00 1.1 14 26 06 -04 1.3 21 384 01 18 43 34 23 48
41 0.7 09 -0.2 -0.8 -1.5-0.3 0.2 -1.9 0.6 417 51 54 39 93 15 16.1
42 -0.2 -19 -05 -04 0.8 -1.8 04 13 1.5 21.6 10.7 7.5 2.2 12.7 0.6 30.7
43 0.2 -1.0 04 04 06 07 01 03 1.8 134 29 25 31 16 24 64
44 -0.2 0.0 03 0.1 -1.4 0.7 -0.8 0.3 13 54 73 12232 06 12 75
45 0.7 02 0.8 -04 0.1 -0.5 0.7 02 14 3.7 37 16520 36 17 1.1
46 0.7 2.0 -09 -09 1.7 0.2 -0.8 0.6 1.4 20.2 10.6 2.0 42 26 06 1.1
47 -0.8 1.2 -0.1 20 -0.7 0.2 1.2 0.8 2.6 354 1.5 42 43 82 19 39
48 -04-03 1.2 02 08 00 14 -1.2 0.8 246 30 51 46 05 34 17
49 0.8 -0.2 03 1.0 0.2 04 -03 1.3 0.7 125 48 95 0.2 55 6.1 54
50 0.2 -1.7 -14 -0.1 -09 11 -0.7-08 08 7.2 36 65 08 81 28 57
51 0.2 0.7 02 -0.1 0.0 06 03 00 05 34 05 23 64 94 19 29
52 -0.7 1.2 11 -14 -0.2 0.0 -0.7 0.7 09 163 24 44 84 64 23 53
53 -0.1-29 -1.7 -0.1 -0.3 -1.0 -0.7 -1.4 20 76 11 32 26 3.7 2.0 10.7
54 -0.2 31 1.2 10 02 -18-04 13 05 72 61 16 23 33 09 108
55 0.2 -1.8 -1.8 1.0 04 2.0 1.0 -1.2 03 138 3.2 13 56 42 16 7.0
56 -0.2 1.4 16 -1.7 -0.2 -0.5 -0.8 0.8 15 181 3.2 65 56 9.2 41 38
57 0.5 -46 0.0 0.7 -06 03 0.7 1.2 1.2 65 94 35 21 32 25 18
58 01 35 02 -14 03 05 -06-14 24 54 48 72 04 07 17 46
59 -0.6 -09 -0.6 1.5 -03 -1.4 04 08 34 25 03 84 14 15 17 6.8
60 04 15 02 -19 01 13 -03-06 10 71 23 50 34 70 16 19
61 03 -16-02 1.0 0.1 -1.6 -09 1.7 5.0 156 3.7 49 16 122 13 1.2
62 05 06 13 01 -02 23 1.7 -03 31 81 22 35 43 62 09 06
63 0.0 35 03 -05 21 04 -06 0.7 37 87 41 23 22 24 22 50
64 -0.7 -1.5 0.5 -0.6 -0.6 -1.0 -0.6 -1.0 3.6 86 6.5 39 22 15 05 8.2
65 0.1 -0.4 -0.8 -0.4 -0.4 0.3 -0.3 0.2 13 34 32 14 34 39 10 40
66 11 -0.2 1.0 0.8 03 0.8 04 13 35 166 24 1.0 9.2 34 16 87
67 -09 32 -01 06 06 04 0.7 -06 1.7 116 47 48 43 9.7 14 10
68 0.7 -1.3 20 0.8 -08 1.6 05 25 02 93 34 3.7 30 3.7 29 37
69 10 08 0.7 -02 0.8 0.0 -0.3 1.9 09 19 149 113 0.7 3.6 4.7 148

70 -1.3 35 -1.2 -06 26 -06 -0.8 -1.5 3.4 9.6 154 3.6 1.8 55 0.7 6.3
71 1.0 -6.2 -1.8 -1.2 -3.8 -0.7 0.2 -27 7.0 113 29 15 34 16 20 10
72 -14 -40-13 -14 -10 -16 -1.1 -28 17 59 20 17 14 33 17 14

73 -0.8 1.1 -03 05 -09-17 05 07 12 57 13 24 22 34 07 45
74 -0.1 -0.6 -0.8 -21 04 12 -06-19 06 3.0 3.0 49 04 95 26 83
75 00 -20-02 -1.6 0.0 -1.3 -06 -1.4 39 3.6 6.8 4.8 28 162 28 45
76 01 14 -06 04 -05-08-02-07 32 29 19 84 26 42 07 19
77 -03-0.8 23 05 00 21 -05 44 11 41 56 21 27 41 05 123
78 -0.2 1.3 15 -13-03-26 02 1.2 1.7 107 124 28 03 1.8 0.1 178
79 00 -1.6 -34 01 -03 -07 03 -59 14 47 178 0.6 2.8 87 3.3 105
80 16 -04 28 25 09 3.8 22 08 9.0 54 184 55 4.1 26.9 240 16.5
81 -1.7 -0.2 -2.9 -2.2 -0.9 -2.1 -1.2 -0.2 10.7 12.5 25.7 14.4 6.9 185 55.1 5.6
82 05 15 16 03 -04 11 -06 1.1 21 178 9.0 3.7 0.6 26 69 14.4
83 -09-0.1 07 00 -05 22 -1.2 41 09 107 1.1 51 02 13.6 1.6 186
84 04 24 -02 02 05-07 11 -01 13 77 71 09 03 84 21 229
85 09 -15-09-17 14 -09-09-18 60 99 16 29 31 29 33 71
86 -1.0-09-01 16 -08 -1.6 -0.5 -04 23 47 47 22 11 54 03 15
87 00 -1.2-03 0.0 -1.0-12 0.2 -0.3 13 1.0 3.7 59 23103 0.1 243
88 -03 0.8 -20-19-02 14 00 -25 11 76 75 53 03128 0.8 52.1
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Table 17 through Table 20 summarize the performance evaluation results by phase and
by intersection (all phases).

Table 17. Naive Prediction versus Ground Truth by Phase (Bryan, 50% Failure).

Phase 1 2 3 4 5 6 7 8
Number of Compared Intervals 1819 1853 1832 1854 1709 1853 1837 1853
RMSE (sec) 11 5.4 1.7 1.7 1.0 5.7 1.2 2.1
MAE (sec) 0.7 3.6 11 1.2 0.7 3.8 0.8 15
MAPE 7.3% 18.0% 10.4% 8.9% 7.2% 17.9% 8.6% 9.9%
Mean Error (Bias) o0 -06 00 -01 00 -0.7 -01 -01
SD of Error 1.1 5.4 1.7 1.7 1.0 57 1.2 2.1

Table 18. Advanced Algorithm versus Ground Truth by Phase (Bryan, 50%

Failure).
Phase 1 2 3 4 5 6 7 8
Number of Compared Intervals 1819 1853 1832 1854 1709 1853 1837 1853
RMSE 1.1 44 17 19 11 45 13 22
MAE 07 29 12 14 07 29 09 17
MAPE 7.7% 15.0% 11.5% 10.4% 8.0% 14.1% 9.4% 11.2%
Mean Error (Bias) 00 00 00 00 00 00 -01 -01
SD of Error 1.1 44 17 19 11 45 13 22

Table 19. Comparison of Algorithm Performance by Phase (Bryan, 50% Failure).

Comparison by Phase 1 2 3 4 5 6 7 8

RMSE Improvement -2.7% 17.5% -4.5% -11.2% -8.9% 20.8% -7.4% -5.0%
MAE Improvement -5.3% 18.8% -9.5% -16.9% -12.3% 24.8% -10.3% -11.9%
MAPE Improvement -0.4% 3.0% -1.1% -1.6% -0.8% 3.8% -0.8% -1.3%
Bias Improvement 487.9% 93.6% 76.2% 78.9% 23.1% 94.8% -30.6% 43.8%
Error Variance Improvement -2.7% 17.0% -4.5% -11.3% -8.9% 20.2% -7.3% -5.2%

* Base: Naive prediction using historical means.
** Advanced: Proposed algorithm using means and variances.
*** Difference = Advanced - Base
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Table 20. Comparison of Algorithm Performance for All Phases (Bryan, 50%

Failure).
All Phases Base Advanced Difference
RMSE Improvement 3.1 2.7 14.0%
MAE Improvement 1.7 1.6 7.1%
Bias Improvement -0.2 0.0 82.6%
Error Variance Improvement 9.5 7.1 25.3%

* Base: Naive prediction using historical means.
** Advanced: Proposed algorithm using means and variances.

Figure 38 through Figure 40 display the comparison of the prediction algorithms on

phases 2, 4, and 5 on selected time of day and day of week. All the graphs shown were the

evaluation results from the 50 percent detector failure scenario.
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Figure 38. Example Comparison of Algorithms (Bryan, Phase 2, 50% Failure).
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Figure 39. Example Comparison of Algorithms (Bryan, Phase 4, 50% Failure).
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Figure 40. Example Comparison of Algorithms (Bryan, Phase 5, 50% Failure).

Overall Performance Comparison

Table 21 compares the evaluation results using all phases combined for each study site
with varying rates of detector failure. The one-interval prediction refers to the scenario at which
the detector only fails one interval at a time and thus the immediate past data are always
available as an input into the prediction equation using the proposed algorithm. With varying
rates of the detector failure, the likelihood of the availability of immediate past data decreases
with the increasing rates of detector failure. In cases where the immediate past data are not
available, the proposed algorithm will utilize the predicted values from the previous intervals as
the immediate past data and continue this pattern recursively until the detector resumes normal
behavior. With 100 percent detector failure rate, the advanced algorithm will rely entirely upon
the predicted values as model inputs rather than the immediate past data (as the data are not
available). As a result, the advantage of utilizing the immediate past data for the proposed
algorithm diminishes with the increasing rates of detector failure.

Researchers can convert the rates of detector failure into the average length of time the
algorithm will go into recursive prediction mode, i.e., utilizing the predicted values from the
previous interval rather than the actual immediate past data. Table 22 summarizes the
relationship between the detector failure rate and average length of time.

Figure 41 shows the performance of the algorithms at different detector failure rates. The
Bryan site sees the largest improvement among those evaluated because the site is the
intersection of two moderate-volume roadways with consistent demand for all phases, unlike the
other two sites where the volumes are heavy on the main street and very intermittent on the side

street.
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Table 21. Overall Performance Comparison at Varying Rates of Detector Failure.

Conroe

Overall Comparison

RMSE Improvement

MAE Improvement

Bias Improvement

Error Variance Improvement

Bryan

Overall Comparison

RMSE Improvement

MAE Improvement

Bias Improvement

Error Variance Improvement

Waco

Overall Comparison
RMSE Improvement
MAE Improvement
Bias Improvement

Error Variance Improvement
MAPE Improvement

100%
0.2%
-1.5%
1.0%
0.4%

100%
0.6%
0.0%
-0.6%
1.1%

100%
0.1%
-1.6%
3.3%
-0.2%
-0.5%

Percent Failure
90% @ 75% 50% @ 25%
0.7% 0.4% 1.5% 4.5%
-3.3% -4.4% -7.2% -5.9%
12.1% 25.8% 40.8% 48.4%
1.2% 0.3% 2.4% 7.9%

Percent Failure
90% 75% 50% 25%
11.9% 14.7% 14.0% 17.5%
6.1% 8.1% 7.1% 7.9%
51.2% 81.3% 82.6% 94.2%
22.0% 26.6% 25.3% 31.5%

Percent Failure
90% 75% 50% 25%
0.2% 0.8% 1.5% 1.7%
-1.8% -2.4% -3.0% -3.6%
8.8% 15.8% 26.3% 26.9%
-0.3% 02% 1.1% 1.9%
-0.6% -1.0% -1.3% -1.2%

10%

2.6%
-8.8%
22.5%
4.8%

10%
17.5%
7.3%
0.3%
32.2%

10%

3.5%
-1.3%
32.0%
4.7%
-1.3%

Continuous Prediction
1-Interval
3.8%
-5.5%
43.7%
6.7%

Continuous Prediction
1-Interval
17.6%
9.1%
87.6%
31.5%

Continuous Prediction
1-Interval
2.4%
-3.2%
33.8%
2.3%
-1.6%

Table 22. Detector Failure Rate and Average Length of Failure Time.

% Failure Average Length of Failure Time (min)

90%
75%
50%
25%
10%

150
60
30
20
17
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Proposed Algorithm versus Historical Means
(RMSE Improvement)
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Figure 41. Comparison of Algorithm Performance by Site (RMSE).

CONCLUSIONS

TTI researchers developed and evaluated the adaptive variable initial module (Module 1)
and the detector failure module (Module 2) in this project. Researchers compared Module 1
performance with actual queue clearance times and found good correlation between the predicted
initial green and the queue clearance times after considering the minimum green factor. The
performance was accurate for both of the approach phases as well as weekdays and weekends.
Module 1 can be used at intersections where stop-bar detectors are not installed to improve the
intersection operations. It can also be used at intersections that have both stop-bar and upstream
detectors if the stop-bar detectors malfunction.

The detector failure module (Module 2) predicted the phase duration at the onset of the
phase using two methodologies. One was a rolling average of the phase utilization from a
database of four weeks of data. The second was a model that used variances in phase utilization

both within the historical database as well as from the current day. These two models predicted
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the phase utilizations for detector failures ranging from 10 percent to 100 percent. The rolling
average model was implemented in the field. TTI researchers then compared these two
predictions with the actual phase duration for each phase. This project discovered that the rolling
average model was very accurate for predicting the phase duration. These predictions were more
accurate during time periods having consistent activity on the phases (peak periods). During the
extremely low volume periods, the predictions were not very accurate due to the randomness of
vehicle arrival patterns. The advance module predicted the phase duration as accurately as the
rolling average module in the Waco and Conroe sites. However, the advance module was more
accurate than the rolling average in Bryan. The sites in Waco and Conroe had very low volumes
on the cross streets for most of the day. Random arrival patterns on the minor streets during low
volume periods impacted the accuracy of the major movements by both the prediction models.
However, the Bryan site experienced equally high volumes on the minor streets as compared to
the major movements. These volume patterns caused the advance phase prediction model to be
more accurate than the rolling average model. Data requirements for the two models are easily

available within the traffic signal controller.
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