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FOREWORD 

This report documents the network traffic assignment procedures which 

constitute an essential component of the network modelling methodology 

developed for the study of truck lane needs in the Texas highway network. A 

general overview of the overall methodological approach, as well as a 

description of the model's capabilities and input requirements can be found 

in a companion report on the findings of study eTR 3-18-83-356. The present 

technical report is intended to fully document the research performed 

specifically in the development, refinement and testing of the traffic 

assignment procedures. The principal features of the assignment techniques 

presented here are: 1) the explicit consideration of two distinct classes of 

vehicles in the traffic stream; trucks and cars, 2) the modelling of 

interactions of these classes on highway links, in terms of the resulting 

effect on link travel times, and 3) the ability to represent and test the 

various link improvement options associated with the provision of special 

truck lanes, including restricted access of existing or new lanes to either 

vehicular class. 

In addition to the theoretical and methodological aspects of these 

procedures, this report documents the computational experience conducted to 

develop guidelines for efficient implementation and use of a particular 

assignment algorithm, known as the diagonalization algorithm. The 

operational capability and usefulness of the model is demonstrated through 

application to the Texas highway network. The development of this network 

along with other more limited test networks is also documented. 

In summary, a powerful tool has been developed to study the impact of 

implementing selected truck lanes on the highway system. It can benefit from 

further research in developing some of its inputs, particularly the link 

performance functions. While developed and adapted to the specific 

requirements of the truck lane needs study, this tool has broader 

applicability and can be used by the Texas SDHPT to analyze a variety of 

physical and operational improvements and measures aimed at coping with 

increasing truck traffic on the state's highway systems. 
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ABSTRACT 

This report examines the application of the diagonalization algorithm to 

solve a two-class network equilibrium problem with asymmetric link 

interactions. The two classes that the traffic stream was divided into are 

passenger cars and trucks. Both traffic assignment rules, the User 

Equilibrium and System Optimum have been tested on three different networks. 

The third test network is a representation of the Texas highway network, thus 

providing a realistic case application. 

An important feature developed and implemented in this study is a 

special structure of the network, where every link was coded in a way to 

account for exclusive lanes of either category of vehicles as well as common 

lanes for all traffic. This structure provides a tool to evaluate the 

performance of a network under different types of improvements involving the 

separation of the different categories of vehicles in the traffic stream. In 

particular, it can be used to evaluate the impacts of selected lane additions 

and exclusive lane designations aimed at coping with excessive truck traffic 

in certain parts of the network. 

The main aspects of the algorithm's performance examined in this study 

are its convergence characteristics as well as the effectiveness of some 

streamlining strategies aimed at improving its computational performance. 

Although convergence is not guaranteed, it was actually achieved in all the 

tests conducted, confirming the algorithm's appropriateness for this type of 

application. Furthermore, experience gained from the tests has identified 

powerful and relatively simple shortcuts for implementing the algorithm. 

These shortcuts involve performing only a few "internal" iterations at each 

step of the algorithm instead of reaching an exact solution to a particular 

intermediate minimization problem. The results suggest the use of less than 

four internal iterations, with the use of two such iterations exhibiting the 

highest frequency of best performance in the tests conducted, followed by one 

and three internal iterations, respectively. 

implementation purposes is also discussed. 
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EXECUTIVE SUMMARY 

This study is part of an integrated network modelling methodology which 

was developed to provide SDHPT engineers and planners with a tool to support 

the analysis, planning and design of highway link improvements aimed at 

coping with increasing truck sizes and flows in the network. An essential 

component of this methodology is the traffic assignment procedure, which 

allows the examination of the network-wide impacts of proposed link 

improvements. This report describes a traffic assignment approach, which is 

capable of producing the distribution of flows of different vehicle classes 

on the various links of the highway network. The traffic assignment approach 

used in this study takes into account the interaction of the passenger cars 

and trucks in the traffic stream. It can also readily be extended to account 

for a finer categorization of vehicles into more distinct classes. 

The traffic assignment approach relies on the application of the 

diagona1ization algorithm, which is used to distribute flows according to 

both traffic assignment rules (the User Equilibrium and System Optimum rules, 

respectively). This algorithm is capable of solving problems involving 

interaction between different classes of users operating on a given network. 

The algorithmic formulations for both the User Equilibrium and System Optimum 

are presented in this study as modified to account for two classes of users. 

Additionally, limited previous experience reported by other researchers on 

the diagona1ization algorithm is briefly discussed. 

The performance of the algorithm was tested on three different networks, 

including a coarsely aggregated representation of the Texas highway network, 

developed chiefly for testing purposes, in order to provide insight into the 

expected results for the larger more detailed version of the Texas network. 

In these networks, a special structure was devised to represent and test 

various improvement options with the provision and operation of special truck 

lanes, including restricted access of existing or new lanes to either cars or 

trucks. 

The basic input required for the diagona1ization algorithm, as in most 

traffic assignment methods, are the origin destination matrices for both 

classes of users, and the link characteristics required for the performance 
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functions .. Unfortunately there exist no general-yurpose calibrated link , 
performance functions which take into account t.he interaction between 

passenger cars and trucks. In order to implement the algorithm the standard 

BPR functions developed for single class user were modified to take into 

account the interaction of both classes of users. The required parameters 

were then identified for all the links of the networks. 

Implementation of the algorithm was achieved through the development of 

two computer programs, one for each of the User Equilibrium and System 

Optimum assignment rules respectively. The basic properties examined in 

each test include the convergence characteristics as well as possible 

shortcuts in implementing the algorithm so as to improve its computational 

performance. 

An important conclusion of the tests conducted is that convergence was 

achieved for all tests. Since such convergence is not guaranteed a priori 

for this algorithm, the results of this study validate its applicability for 

the determination of truck lane needs and analysis of proposed related 

improvements in the Texas network. This conclusion was strengthened by the 

good performance of the algorithm for the full-scale detailed Texas test 

network. The second conclusion from the test results is that effective 

computational shortcuts can be adopted through streamlining strategies which 

achieve faster convergence of the algorithm. This in turn enhances the 

algorithm's applicability and usefulness for the analysis and design of truck 

related improvements to the highway network. 

Given the encouraging positive results of these tests, it is recommended 

that further detailed development be conducted towards implementation of the 

algorithm. In particular, it is recommended that calibration of link 

performance functions based on actual observations of traffic behavior be 

conducted, in addition to the systematic development of the O-D matrices for 

the different classes of users. Furthermore, the representation of the 

appropriate highway network could be refined to better reflect local detail 

and address specific questions and improvements. 
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IMPLEMENTATION STATEMENT 

The methodology developed in this study can assist the SDHPT in dealing 

with the questions of special lanes or facilities for truck traffic. Its 

applicability is however not limited to the analysis of exclusive truck 

lanes. It can handle a variety of highway link improvement options, 

involving capacity expansion jointly with operating strategies. The latter 

can include any combination of lane access restrictions to either cars or 

trucks, of existing as well as new lanes. As such, the network modelling 

methodology provides a flexible framework and tool to address a wide variety 

of measures aimed at relieving the problems associated with increasing flows 

of larger and heavier trucks in the highway system. 

Naturally, some updating and fine-tuning of the network modelling 

methodology and its inputs to the specific needs of the implementing agency 

in any given problem situation is necessary. However, the requisite 

adaptability for such tasks is built into the structure of the methodology. 
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CHAPTER 1. INTRODUCTION 

The purpose of this study is to examine the application of the 

diagonalization algorithm to solve a two-class network equilibrium problem 

with asymmetric link interactions resulting from shared use of the physical 

highway links by the two user classes. The convergence characteristics of 

this algorithm are studied under both the user equilibrium and the system 

optimum rules of traffic assignment. The two classes of vehicles that the 

traffic stream is divided into are the passenger cars and trucks. The 

distribution of the flows of these two groups on the network's links can 

provide valuable information to decision makers in the evaluation of changes 

and improvements to the transportation infrastructure and its operation. 

1.1 Motivation 

Over the past thirty years, there has been a considerable increase in 

the fleet of passenger cars and trucks, with an increasingly complex mix of 

vehicles in the traffic stream. Different types of vehicles are entering the 

road system, with different physical and performance characteristics. Recent 

trends toward less stringent regulations have allowed larger and heavier 

trucks in the highway system, jeopardizing geometric and capacity 

considerations in some parts of the system, and resulting in increased 

pavement deterioration rates. Furthermore the interaction of vehicles with 

different sizes and performance characteristics, such as large combination 

trucks on one hand and subcompact passenger cars on the other, may have 

resulted in more hazardous driving conditions, with increased potential 

severity of collisions. 

The above concerns have led the appropriate agencies to consider the 

construction of exclusive facilities for different classes of users, as well 

as operational measures involving the restriction of access to existing 

selected lanes by certain vehicle types. The present work was conducted in 

conjunction with the development of a network modelling methodology for the 

identification and selection of good candidate highway links for the addition 

of special truck lanes. An essential element in a methodology to assess the 

impact of various selection criteria and proposed improvements is the 
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prediction of the flows of both cars and trucks on the various links of the 

highway network. Flow prediction provides essential input to the analysis of 

the impacts on the highway users, carriers and shippers and on the operating 

agency, as well as to the determination of the costs and benefits of various 

link improvements. 

1.2 General Background 

The prediction of flows in transportation networks is an elaborate 

problem. Transportation science has provided many models for this purpose, 

employing both deterministic and stochastic approaches. A recent state-of

the-art review of these methods can be found in the text by Sheffi (1984). 

However to the extent that these models attempt to predict the outcome of 

human decisions, a certain amount of error is likely to be present in the 

results. It is difficult to collect the kind of data needed to determine all 

the factors that are taken into account by individuals in their route choice 

decision. Stochastic network assignment approaches attempt to account for 

this uncertainty through the specification of a random element in the route 

choice model. As such they are more general than their deterministic 

counterparts. However, they are more difficult to model and to solve, 

especially in the presence of link interactions, in which case existing 

algorithms for stochastic equilibrium assignment can be rather slow and 

inefficient and particularly costly in computational requirements. 

Furthermore, their potentially greater accuracy relative to deterministic 

approaches has not been verified. Therefore, since link interactions are of 

the essence, a deterministic network equilibrium approach based on the 

diagonalization algorithm is pursued in this study. 

The principal variable that is used to determine the flows in the 

diagonalization algorithm, as well as in all traffic assignment procedures, 

is the travel time between an origin and a destination, taking into account 

congestion effects. Unlike most approaches currently found in practice, this 

algorithm takes into account the interaction between different classes of 

users sharing the transportation facilities through their respective effect 

on the travel time experienced by each category of vehicles. In addition, 

this interaction can be asymmetric, meaning that the marginal contribution of 

a vehicle belonging to a given category to the other class' travel time is 

different from the marginal contribution of a vehicle in the latter category 
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to the former's travel time. This is expected to be the case in this study, 

where the two categories consist of passenger cars and trucks respectively. 

It should be noted that the diagonalization algorithm has only recently 

received attention as a promising approach to solve for network equilibrium 

in the presence of asymmetric link interactions. In its complete version it 

is rather demanding computationally; however, some shortcuts have been 

suggested to improve this aspect, as discussed in the next chapter. However, 

these approaches remain to be tested, as current numerical experience seems 

to be limited to small unrealistic "toy" networks. A major objective of this 

study is to actually test these approaches and develop some computational 

experience in realistic networks, resulting in recommendations in view of its 

use as an operational tool to analyze truck-related improvements in a highway 

network. 

As noted earlier, both User Equilibrium (UE) and System Optimum (SO) 

assignment rules are tested in this study. User Equilibrium assumes that 

each user behaves so as to minimize his/her own travel time (cost). The 

characterization of the User Equilibrium state is that nn traveler can 

improve his travel time by unilaterally changing routes be! ','een any given 

origin and destination pair. These conditions do not generally imply that 

total travel time in the system is minimized. On the other hand, the System 

Optimum formulation minimizes the total travel time of all users in the 

network. The UE formulation is generally accepted as being more reasonable 

than the SO one, primarily because of its greater realism in depicting 

individual route choice behavior, whereby each user attempts to minimize 

his/her own travel time. In contrast, the SO assumptions do not seem as 

intuitively plausible, since it seems difficult to imagine that a tripmaker 

will always act, in the absence of special inducements or constraints, in 

such a way as to minimize the total travel time in the network, even if it 

means voluntarily using a longer route for one's particular trip. The SO 

formulation is however quite important for another reason, namely its role in 

network design models, which form the basis of the network modelling 

methodology for the selection of candidate links for truck related 

improvements, thus providing the motivation for its inclusion in this study. 
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1.3 Overview 

This chapter has defined the problem addressed in this study and 

discussed its primary motivation in the general context of studies to analyze 

and design link improvements to deal with changing truck traffic in a highway 

network, as well as in the more specific context of network traffic 

assignment procedures. A more detailed description of the mathematical 

formulations of both the User Equilibrium and System Optimum approaches are 

presented in Chapter two, along with the associated assumptions. In addition 

the logic and structure of the diagona1ization algorithm are presented in 

that chapter, and the results pertaining to the application of this algorithm 

to the two formulations are derived. 

In Chapter three, the networks developed for this study are described, 

along with implementation details regarding the representation and coding of 

the truck-related improvements of interest. The convergence patterns 

associated with each network, based on the numerical testing conducted in 

this study are also presented in Chapter three. The principal results are 

summarized in the concluding fourth chapter, and application guidelines as 

well as recommendations for further research are presented. 

The computer programs used to solve both the User Equilibrium and System 

Optimum formulations are presented in Appendix A, while the input data are 

presented in Appendix B. A listing of the computer programs is given in 

Appendix C, accompanied by a sample output of the programs. 



CHAPTER 2 THE USER EQUILIBRIUM AND SYSTEM OPTIMUM FORMULATIONS, 

AND THE DIAGONALIZATION ALGORITHM 

This chapter presents the assumptions, mathematical formulations and 

solution algorithms for the network traffic assignment problem, for both the 

user equilibrium and the system optimum decision rules, in the presence of 

multiple user classes with asymmetric interactions between the different 

classes. After discussing the two assignment rules, the diagonalization 

algorithm is presented for the solution of the network user equilibrium 

problem. Following the derivation of the mathematical formulation for the 

system optimum problem, the application of the diagonalization algori~hm to 

this problem is discussed. The above mentioned user-equilibrium and system 

optimum decision rules are commonly attributed to Wardrop (1952). The 

system-optimum rule distributes the flows so as to minimize the total travel 

time experienced by users of the network under consideration. The user

equilibrium decision rule is a more realistic one, from a behavioral 

standpoint, since link flows at equilibrium satisfy the condition that no 

user from any given origin to any particular destination can improve his 

travel time (or cost) by unilaterally changing routes. The notion of 

equilibrium arises from the dependence of the link travel times on the link 

flows. The travel time (cost), in turn, is usually the criterion used to 

determine the flow pattern in a transportation network, thereby requiring the 

simultaneous solution of link flows and travel times in the network. 

In the case where mUltiple user classes are present, the travel cost 

incurred by a particular user on a highway link depends on the 

characteristics of the link and the interaction between the volumes of all 

different classes of users utilizing that link. The user-equilibrium 

principle provides an abstraction and simplification of the complex real

world traffic assignment process. As typically implemented, it presumes that 

all users in a particular category are identical in their behavior, that they 

have full information about the network under consideration and that they 

consistently make correct decisions regarding route choice. 

In order for the above assignment principles to yield operationally 

useful tools for planning and policy decisions, they have to be formulated 
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mathematically in a manner that admits a computationally feasible solution 

procedure for large-scale networks. The user-equilibrium problem for a 

single user class was first formulated as a mathematical program by Beckman 

et. al. (1956). Practical exact solution algorithms started developing in 

the late 1960's and early 1970's. However, for the case of asymmetric 

interaction between the different classes of users, there is no presently 

known equivalent mathematical programming formulation for the user 

equilibrium. Nevertheless, several direct algorithms have been found to be 

successful in converging to the user equilibrium solution. 

The system-optimum problem is easier to formulate due to the fact that 

there is an evident global function to minimize, which is the total travel 

time. In the remainder of this chapter, section 2.1 presents the 

diagonalization algorithm for the user equilibrium problem with asymmetric 

interaction between different classes of users, while section 2.2 presents 

the mathematical formulation of the system optimum network assignment problem 

under the same assumptions about the interaction among multiple user classes. 

2.1 A Direct Aliorithm For Solvini The User-Equilibrium When There Is 

Asymmetric Interaction Between Different Classes of Users 

As noted previously, no equivalent minimization program exists to solve 

for the equilibrium flows on the links in the case of asymmetric interaction 

between the different classes of users on a transportation network. In this 

section the diagonalization algorithm is briefly presented; a more detailed 

discussion can be found elsewhere, see Sheffi(1984). 

In mathematical terms, the asymmetric interaction between the different 

classes can be expressed as follows: 

vai " aj (2.1.1.) 

where t .(x) denotes the travel cost function of class i on link a which is 
a1 

dependent as the flow vector x of the different classes which use link a. 

Also Xai , Xaj denote the flows of class i and class j on link a respectively. 

Relationship (2.1.1) can be stated as follows: The marginal contribution of 

the flow of class j, on the travel cost of class i on link a, is different 

from the marginal contribution of the flow of class i on the travel cost of 
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class j on link a. These relationships are summarized in a general form in 

the Jacobian of the cost functions with respect to all flow classes; the 

Jacobian is the matrix of first order partial derivatives of these functions 

with respect to the flow of each class of users. The case of interest to 

this study is that where the Jacobian matrix is asymmetric. The Jacobian is 

denoted by !J. t and has the following form: 
x 

at11 (x) at I2 (x) atU (x) 

axU a~l1 ax 11 
at11 (x) at 12 (x) atu(x) 

aX12 aX12 aX
I2 

V t 1:1 

X 

atu (x) at I2 (x) atu (x) 

aXli ·axu ~xu 

. 
where I is the total number of user classes using a particular link 

The interaction between the different classes on a given highway link is 

represented through the use of identical networks, all copies of each other, 

for each different class. In this way, each physical highway link is 

decomposed into as many "conceptual" links as the number of different user 

classes. Each of these links has its own cost function, and the flow on any 

given link consists of one designated class only. Interaction among the 

various classes using a particular physical link thus translates into 

interaction among links in this network representation, which is the more 

commonly found form of the network equilibrium problem with asymmetric link 

interactions. 

The diagonalization algorithm involves solving a series of tractable DE 

programs. At the n-th iteration it fixes the crosslink effects at their 

current levels and solves the following DE mathematical program: 

"'n 
min Z (x) 1:1 ~ f 

subject to 
rs 

~ fki = qrsi 

(2.1.2a) 

Vk,r,s,i (2.1.2b) 

vk,r,8,i (2.1.2c) 
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where a denotes link a 

i denotes class i 

f~i denotes path k for traveler of class i from origin r to destination s 

qrs denotes the total flow of class i from origin r to destination s. 

As mentioned before, the different classes are represented with 

"conceptual" links. Thus the final network has as many links as the physical 

network multiplied by the number of classes. The mathematical formulation of 

problem (2.l.2) can be expressed in the form of "conceptual" links as 

follows: 

subject to 

where 

(2.1.3a) 

vk,r,s (2.1.3b) 

vk,r,s (2.1.3c) 

£ denotes each link of the final network 

X is the flow on link £ 

~s denotes path k from origin r to destination s 

and qrs denotes the total flow from origin r to destination s. 

This formulation is the same as the one presented in Sheffi (1984), 

where the interactions are also presented in terms of link flows. 

For completeness of presentation purposes, the convex combinations 

algorithm, which solves the single class UE program, is first described. 

STEP 0: Initialization. Perform all- or-nothing assignment based on 
1 ta - ta(O), va. This yields (Xa ). Set counter n: = 1 

STEP 1: Update. Set t~ - ta(X~), va 

STEP 2: Direction finding. Perform all-or-nothing assignment based on (t~). 

This yields a set of (auxiliary) flows (y~). 
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STEP 3: Line Search. Find (In that solves 

xn + (l (Yn _ Xn) 
min L Jan a a 

a t (w)dw o a 

subject to 0 ~ (l'n ~ 1. 

STEP 4: Set X~+l "" X~ + ~(Y.~ - X~), va 

STEP 5: Convergence Test. If a convergence criterion is met stop (the 

current solution, {x~+l}, is the set of equilibrium link flows); otherwise set 

n: - n+l and GO TO STEP 1. 

The above algorithm is most commonly known as Frank-Wolfe (1956). Its 

computational efficiency depends on the size of the network and the type of 

the travel cost functions. The step that requires more time to calculate is 

step three, where the shortest path is determined between an origin and a 

destination. Its popularity stems from the fact that it can handle very 

large networks. The same algorithm can be used to solve problem (2.1.3), 

where at the n-th iteration all cross link effects are fixed and the flow on 

one link depends only on its own flow. The Hessian of the program (2.1.2) 

is diagonal since all cross link effects are fixed; that is why the algorithm 

is called "diagonalization". The general steps of the diagonalization 

algorithm are given below. 

STEP 0: Initialization. Find a feasible link flow vector &n. Set n - O. 

STEP 1: Diagonalization. Solve subproblem (2.1.3). This yields a link flow 

vector x"+l. 

STEP 2: Convergence test. If Xn = Xn+l STOP. If not set n - n + I, and GO 

TO STEP 1. 

Smith (1979) and Dafermos (1980) had shown that the equilibrium 

conditions can be formulated as a variational inequality, and uniqueness of 

the solution follows from a monotonicity assumption of the travel cost 

functions. Also Dafermos (1982) showed a formal proof of convergence of the 

diagonalization algorithm, requiring again that the cost interaction among 

the different classes be relatively weak. These conditions are, however, too 

strict. While they guarantee convergence, they are not necessary. 
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Researchers have reported success with this algorithm even when these 

conditions are violated, which is the case in this study. In addition, 

Sheffi (1984) presented a proof, following Abdulaal and LeBlanc (1979) that 

shows that if the algorithm converges, its solution is the equilibrium flow 

pattern, which is unique provided that the link-travel-time Jacobian is 

positive definite. 

By noting that only the last iteration's flow pattern needs to be 

determined accurately, that problem [2.1.3] at each iteration is subject to 

the same set of constraints and that the solution of problem [2.l. 3] is 

similar to the solution of a single user class, Sheffi (1984) suggested a 

"streamlined" version of the diagonalization algorithm, in an attempt to 

reduce the computational cost. It has to be noted that the convex 

combinations algorithm requires many iterations to reach convergence. Thus 

the solution of problem [2.1.3] is requiring a number of iterations to reach 

convergence per outer iteration of the diagonalization algorithm. The 

streamlined vers ion applies only one iteration to problem [2.1.3], thus 

reducing it to a similar form as the convex-combination algorithm for a 

single user class. The streamlined algorithm is given below. 

STEP 0: Initialization. Set n '"" O. Find a feasible link-flow pattern 

vector xn. 

STEP 1: Travel time update. Set t~i tai (Xn) , Va, i 

STEP 2: Direction finding. Assign O-D flows, (qrsi) to the network using the 

all-or-nothing based on (t~i). This yields a link flow pattern (Y~i). 

STEP 3: Move size determination. Find a scalar ~n' which solves the 

following program: 

n n n) 
X .+a (Y .- X i a1 n a1 a 

min z( a )= I:l: 
n a1 o f t .(Xnl,···,Xn . 1,w,X

n
a 1·+1,···X:n)dW a1 a a,1- , 

subject to 0 ~ Cl n ~ 1 
n+l n n n STEP 4: Update. Set Xai - Xai + Cln (y ai - Xai ) , V a ,i 

STEP 5: Convergence test. If Xn:l _ Xn va,i STOP. The solution is xn+l. 
a1. ai 
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otherwise, set n - n+l and go to STEP 1. 

The streamlined version of the diagonalization algorithm was tested in 

this study. In addition, further tests were conducted, involving the 

solution of problem [2.1.3], using different numbers of maximum inner 

iterations, in order to examine the convergence pattern of these variants. 

The results are reported in Chapter 3. The following section presents the 

formulations of the system optimum program with multiclass user interaction. 

2.2 The System-Optimum Formulation For Asymmetric Interactions Between 

the Different Users 

The system-optimum formulation usually presumes the existence of some 

central agency, who knows a priori the O-D matrices of all different classes 

of users and assigns each traveler a definite path from its origin to its 

destination in a way that minimizes the total travel time in the network 

under consideration. Although this formulation overcomes the problem of user 

equilibrium, where no equivalent minimization program is found to exist for 

the case of asymmetric link interaction, its solution may not correspond to a 

stable condition. However, it can be used as a common measure of performance 

of a given network under different conditions. More importantly, it provides 

a lower bound to solutions of the UE program, which is particularly important 

for network design or link improvement selection problems. The equivalent 

minimization program is given below. The notation is the same as that used 

in the previous section. 

subject to 
rs 

~ fki = qrs 

frs > 0 
ki V k.r.s.i 

(2.2.1a) 

(2.2.1b) 

(2.2.1c) 

This program is a minimization problem with linear equality and 

nonnegativity constraints. In order to find the necessary conditions for a 

minimum of the SO program the method of Lagrangian mUltipliers is used. 

These conditions are given by the first order conditions for a stationary 

point of the following Lagrangian program: 
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subject to the nonnegativity conditions 

(2.2.2b) 

The variable ursi is the Lagrange multiplier associated with the flow 

conservation constraint of O-D pair r-s for class i. The first order 

conditions for a stationary point of the Lagrangian program are the 

following: 

1st order conditions: 

frs aL(f ,u) G 0 

ki af~~ 
and at(f ,il) 

afrs 
ki 

> 0 yk,r,s,i 

aiCf,u)= 0 V r,s,i (flow conservation) 
au . rS1 

(2.2.3a) 

(2.2.3b) 

frs > 0 
ki yk,r,s,i (nonnegativity conditions) (2.2.3c) 

writing equation [2. 2;3a] explicitly.: 

ai.(f,~) 

af~~ 
a G __ 

Z[x(f)] + L- "" - ( i frs) ., . '"'-' i u i q.- ki ym,n,lI.,1 3fmn rs rs rSl . 
11 

The second term of the derivative yields the following: 

(2.2.5) 

The first term yields the following: 

~ ax - mn 
_3_ Z[x(f)] • 1:I: 3Z(x) 2!. .. n: az(x) °bi,U 
3fmn pI a~i afmn 61 aXbi 

1i 1 

aEE x it i(x) 
6mn al a a =st bi, U aXbi 

mn dtai(x) 
-tiI6bi ,R;d.[tbi (x) + ~f Xai dX

ai 
], V l,m,n,i 

(2.2.4) 

(2.2.6) 



dt .(x) 
a~ 

Letting tai(x) - tai(x) + ~r Xai dX. ' va,i 
a~ 

equation [2.2.6] can be written as 

3 Z [x(f)] .. IE dmn t = emn 
3fmn 01 hi,ti b .ti 

U 
(2.2.8) 
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(2.2.7) 

tai (X) can be interpreted as the marginal contribution of an additional 

traveler from each class on the a- th link to the total travel time of the 
-mn 

user of class i on link a; whereas C~i is the marginal total 

travel time induced by a user from class i on path ~ connecting 0-0 pair m-n. 

The first order conditions of the SO program can now be written as 

111ft -mn - U ) .. 0 V t,m,n,i (2.2.9a) f t (Cu mni 

'-mn -
(2.2.9b) Cti - U • > 0 V J/.,m,n,i 

1DIU-

mn 
~I fU .. ~i vm,n,i (2.2.9c) 

fmn > 0 
11- V t,m,n,i (2.2.9d) 

Equations [2.29a] and [2.29b] state that at optima1i ty. the marginal 

total travel times on all used paths connecting a given 0-0 pair are equal. 

Any unused path has a marginal total travel time greater than or equal to the 

marginal total travel time of the used paths connecting an 0-0 pair. The 

marginal total travel time of all used paths between an 0-0 pair is given by 

the dual variable uimni . 

The sufficient condition needed to provide uniqueness of the SO program 

is for the Hessian of the objective function to be positive definite. The 

Hessian has the following form 
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a2 z(x) a2Z(x) .. a2Z(x) 

-;~l aXal aXa2 ax 1 tlX I a .a 

o2Z(xL 2- 2a (x) 2- a Z (x) v Z(x) • 
cH[a2 aX al 2 ax'a2 axaI a~a2 

. 
a2 Z(x) • . a2z (x) 

axa1ax al ax2 
. a I 

where I is the total number of classes and X . denotes the flow of class i on 
a1 

link a. Note that the positive - definiteness of this Hessian cannot be 

established in the general case of asymmetric link interactions; therefore 

there is no a priori guarantee of uniqueness. However, since the principal 

motivation for solving this problem is to calculate the optimal value of the 

objective function, which serves as a lower bound in the discrete network 

design problem, non-uniqueness is not of major practical concern. 

The system optimum flow pattern can be found using the diagonalization 

algori thm used in section 2.1 where the travel c'ost functions will be 

replaced by tai (x) Eq. [2.2.7]. This method was used to compare the 

convergence patterns between the UE and SO multiclass user programs. As 

mentioned previously, only two classes of users are considered in this study; 

trucks and passenger cars. All results are reported in Chapter 3. 

Although, in this study only the diagonalization (relaxation) method was 

used, it can be noted that other algorithms exist which solve these problems. 

The other major type of algorithms is referred to as the projection method. 

In a study conducted by Fisk and Nguyen (1982), the diagonalization method 

was found to be superior to the other algorithms. However, in a series of 

tests conducted by Nagurney (1983), the projection method was found to be 

superior to the relaxation method for some networks and inferior for some 

other networks. It was found that both the network structure and the type of 

the travel cost functions affect the efficiency of both methods, yet there 

are no general conclusions as to which method is more efficient. The 

diagonalization algorithm is easier to implement and interpret and is more 

widely used in the research community. Because of its streaml ining 

possibilities, it was selected for this study, and tests were conducted to 
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investigate the best streamlining strategy for ,the type of network and link 

interactions of interest. 

The next chapter presents a description of the test networks used in 

this study and the numerical results for the convergence pattern of the 

diagonalization algorithm for both the SO and UE programs. 





CHAPTER 3 NUMERICAL RESULTS ON THE OIAGONALIZATION ALGORITHM 

This chapter presents the performance of the diagona1ization algorithm, 

tested on different networks, where two classes of users were considered to 

operate, each class interacting with the other in an asymmetric way. The 

principal measure of performance used was the total number of internal 

iterations needed for the algorithm to reach the convergence criterion. The 

total number of internal iterations is the sum of the required number of 

internal iterations to solve the mathematical problem of STEP 1 of the 

algorithm described in section 2.1 in Chapter 2, per outer iteration, until 

convergence is reached. It should be noted that each internal iteration 

requires as many shortest path calculations as the number of 0-0 pairs. 

Three networks have been developed and a series of tests conducted on each 

one. Both the User Equilibrium and System Optimum traffic assignment rules 

were applied on each network. The first network developed is a hypothetical 

one whereas Networks 2 and 3 were developed from the Texas highway network. 

Network 2 was intended as a medium-sized abstraction of the Texas highway 

network to be used for methodological development and testing purposes. It 

was intended to capture the basic features of the state network with a 

minimum of unessential detail. On the other hand, Network 3 provides a more 

detailed representation of the Texas situation and can be used for actual 

planning studies. 

A description of each network's characteristics is given hereafter in 

addition to the convergence patterns of the diagona1ization algorithm. As 

mentioned before, the basic information to perform the traffic assignment is 

a graph representation of the network, the 0-0 matrix for each class of users 

and the performance functions of the links of the network. A description of 

the travel cost functions used in this study is presented in section 3.1, 

whereas sections 3.2, 3.3 and 3.4 describe networks 1,2, and 3 respectively, 

finally closing this chapter with section 3.4 which summarizes 

the results. 

17 
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3.1 Travel Cost Functions 

The travel cost functions are an integral part of the traffic assignment 

methodology. Unfortunately, there has been virtually no research on the 

functional forms and parameter estimates for travel cost functions which take 

into account the asymmetric interaction between the two classes of vehicles 

comprising the traffic stream in this study; the trucks and the passenger 

cars. However, some research has been conducted on the development of travel 

cost functions relating the travel time of a passenger car on a link to the 

flow (of passenger cars) on that link. Some of these include the travel cost 

functions developed by the U.S. Bureau of Public Roads (BPR) in 1964, 

Davidson (1966), Mosher (1963), Wardrop (1968) etc. In a review carried out 

by Branston (1976) many of the link performance functions were studied and it 

was concluded that it is difficult to identify the most suitable form of 

travel cost functions which can be used for any kind of network due to the 

lack of data. In this study, the BPR curves were chosen to be used in a 

modified form to take into account the interaction between trucks and 

passenger cars. The modification used is based on engineering 

considerations, not actual empirical observations, and thus might not 

represent accurately the actual interaction between the passenger cars and 

trucks. However, it is consistent with the accepted treatment of trucks in 

traffic engineering practice, and is believed to provide a good 

representation to serve as a tool to test the algorithm. The original 

formulation of the BPR curves is presented below, followed by the modified 

version. 

As mentioned previously, the travel cost functions developed by the U.s. 

Bureau of Public Roads (BPR) , relate the travel time of a vehicle on a link 

to the flow on that link, i.e. ta - f(Xa ). These functions have the 

following form: 

where t is the travel time on link a a 
to is the free flow travel time on link a a 
a., S are parameters calibrated on the basis of the speed limit and the 

capacity of the link. 
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Table 3.1 - Volume I delay funct10ns (Florian et. al. 1976) 

Type Speed limi 
B 

Free flow times/minutes per mile 
mph ex 

to 

0-30 .660 15.0/400 

2 0-30 .504 17,0/3.53 

3 0-30 .461 20,0/3.00 

4 0-30 .164 23,0/2.61 

5 0-30 ,424 25.0/2,40 

6 31-40 .61 ,654 30,0/2.00 

7 31-40 .943 324/1.85 

8 31-40 .141 32.4/1.85 

9 31-40 1.03 .523 ~35.31 1,70 

10 41-50 ,091 41.4/1.45 

t 1 41-50 789 41.4/1.45 

12 41-50 .586 41.4/1,45 

13 +50 ,87 ,929 55,0/1.09 

14 +50 ,77. ,344 55.0/1,09 

15 +50 .868 55.0/1,09 
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c~ is the "practical capacity" of the link. 

and Xa is the flow on link a 

The BPR engineers suggested values of 1.15 and 4 for U and S respectively. 

Florian, et.al. (1979) calibrated the BPR curves using data collected at 

Winnipeg. Table 3.1 shows the estimated values of parameters a and b and the 

corresponding free flow travel time. These values were used also in the 

modified form in this study. 

The modified version of the above travel cost functions has the 

following form: 

Where t aA , taT are the travel times of the passenger cars and trucks on link 

a respectively. 
o 0 

t aA , taT are the free flow times of the passenger cars and trucks on 

link a respectively 

uA' SA and ~. 6T are parameters specific for the passenger cars and trucks 

respectively 

C~ is the capacity of link a in passenger car equivalents per unit 

time 

XaA • XaT are the flows of the passenger cars and trucks on link a 

respectively 

£:: is a parameter transforming the trucks to passenger car 

equivalents. 

Thus. the flow Xa from the original formulation is decomposed into XaA and 

E: .XaT • in an attempt to capture the interaction between the two classes of 

users. In order for the above model to become more useful, data should be 

collected to calibrate the parameters u and B and estimate them for each link 

of the network under consideration. However, the same value as the ones 

calibrated by Florian were used in this study. In order to distinguish 

between the passenger car parameter values and the trucks, values of a lower 

category curve were assigned to the trucks than the higher one selected for 
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the passenger cars. Again, this is a methodological rather than an nc ttlill 

representation decision. The value of £ was selected to be 4 passenger car 

equivalents, taken as an average value from the Highway Capacity Manual 

(1965). Also here the value of E: for each link can be modified to better 

represent the characteristics of the link according to the new Highway 

Capacity Manual (1985). The following section presents a description of the 

networks tested, as well as the computational results of each test. 

3.2 Performance of the Diagona1ization Algorithm 

The main goal of this study was to examine the convergence 

characteristics of the diagona1ization algorithm. These are viewed from two 

perspectives. First, whether the algorithm converges and second, the 

convergence pattern of the algorithm. Of primary importance is the 

performance of this algorithm on large networks, where if applicable it can 

be v~ry useful. In this study the algorithm was tested on a large network, 

Network 3, which was developed to represent the Texas highway system for the 

truck related improvement projects (see Mahmassani et a1, 1985). Another 

goal of this study was to examine possible shortcuts of the diagona1ization 

algorithm for faster convergence. The process followed in this study was to 

solve STEP 1 (see section 2.1) of the algorithm approximately. For each 

network, a series of runs, each with a maximum number of internal iterations 

ranging from 1 to 10 was used, except in Network 3 which was tested up to 5 

internal iterations due to computational time considerations. It is to be 

noted that STEP 1 of the algorithm requires the solution of the mathematical 

program (2.1.1) to convergence. However, since only the last vector (the 

updated flows at convergence) of flows is of concern, then approximate 

solutions at the intermediate steps do not affect the final solution as 

discussed in Chapter two. Therefore, by examining first if convergence was 

achieved and second the performance of each of the ten maximwn number of 

internal iterations used to solve STEP 1 approximately, it may be possible to 

identify guidelines regarding a possible "optimum" nwnber which minimizes the 

total nwnber of internal iterations needed to reach the equilibrium solution. 

Next, a description of the networks and a summary of the results nrc 

presented. 
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3.2.1 Network 1 

Network 1 is depicted in Fig. 3.2.1.1, and the listing of the 

corresponding input data is given in Appendix B. 1. 

Network 1 are the following: 

Passenger car network coding: 

Number of centroids: 11 

Number of O-D pairs: 110 

Number of centroid connectors: 11 

Number of egress links: 11 

Number of access links: 11 

Number of one way highway links: 68 

Origin nodes: from 1 to 11 

Destination nodes: from 12 to 22 

Highway nodes: from 23 to 39 

The main features of 

As mentioned previously (section 2.1), the truck network is a replica of 

the passenger car network. The truck network node numbers follow 

sequentially those of the passenger car network nodes. 

Truck network coding: 

Origin nodes: from 40 to 50 

Destination nodes: from 51 to 61 

Highway nodes: from 62 to 78 

For computational purposes, both networks are considered as one, thus 

depicting the following features: 

Total number of O-D pairs: 220 

Total number of nodes: 78 

Total number of links: 202 

As mentioned previously (Section 3.2), a series of tests to examine the 

convergence pattern was conducted by ranging the maximum number of internal 

iterations from 1 to 10 (inclusive). The results, for each maximum number of 

internal iterations, are presented in tables 3.2.1.1 to 3.2.1.10, 

respectively for the User Equilibrium assignment principle. Each table 

depicts the following information: 

1. The number of internal iterations to reach either internal 

convergence or the maximum allowable number of internal iterations, whichever 

is lower, corresponding to each external (or outer) iteration of the 
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algorithm. This item is shown in column two, with the corresponding outer 

iteration number given in the first column of the table. 

2. The sum of the internal iterations, up to the current outer 

iteration, given in column three. 

3. The current level of the convergence measure is given in column 

four. In this study the following convergence measure was used: 

1 
A 

L 
a 

< k 

where A is the total number of links (both the car and truck links), a 

denotes each link and k is a constant (.005 was used in all tests). This 

convergence measure is the summation of the absolute difference of the 

updated flows from the previous iteration's flows divided by the updated 

flow, divided by the total number of links. 

In addition the CPU time needed for the algorithm to converge is given. the 

convergence measure versus the number of outer iterations is plotted in 

figures 3.2.1. 2 to 3.2.1. 11. A summary of the results for the User 

Equilibrium is given in Table 3.2.1.11. This table depicts the following 

information: 

1. The total number of internal iterations required for convergence 

for each maximum allowable number of internal iterations is given in column 

three. The maximum allowable number of internal iterations is given in 

column one. 

2. The corresponding required CPU time to reach convergence is given in 

column two. 

Similar results for the System Optimum assignment principle were 

developed. Tables 3.2.1.12 to 3.2.1.21 present the results for each maximum 

allowable number of internal iterations ranging from 1 to 10 respectively. 

The convergence measure versus the number of outer iterations is plotted in 

Figures 3.2.1.12 to 3.2.1. 21. Table 3.2.1. 22 summarizes the results in a 

similar manner to that of the User Equilibrium. 

3.2.2 Network 2 

A graph representation of Network 2 is depicted in figure 3.2.2.1. This 

network is a highly aggregated version of Network 3 which was developed from 
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FIG. 3.2.11 NETWORK 1 



Network # 1 - User Equl11brlum 

Maximum # of Internal Iterations = 1 

CPU = 9.994 seconds 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

30 
31 

~ 
::::J 
(I) 
to 
(l) 

L 
(l) 
(J 
c: 
(l) 
0' 
L 
(l) 

> c: 
0 
u 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

ReQuired # 

of Internal 
Iterations 

5 

Table 3.2.1.1 

10 

Sum of Internal 
Iterations 

1 
2 
3 
4 
5 
6 
7 
8 

30 
31 

-------
15 20 25 

Outer I ter~t ion # 

Fig.3.2.1.2 

30 

Convergence 
Measure 

.302 

.512 

.198 

.125 

.188 

.110 

.064 

.089 

.006 

.004 

35 

25 
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Network" 1 - User Equll ibrlum CPU = 13,403 seconds 

Maximum # of Internal Iterations = 2 

~ 
::::J 
(I) 
«l 
Q) 

I: 
G,) 
0 c: 
G,) 

~ 
G,) 

> c: 
0 
U 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 
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0,7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0 5 

Required # 

of Internal 
Iterations 

2 
2 
2 
2 
2 
2 
2 
2 
1 

Table 3.2.1.2 

10 

Sum of Internal 
Iterations 

2 
4 
6 
8 

10 
12 
14 
16 
43 

15 20 

Outer I tertJt ion # 

Fig. 3.2.1.3 

Convergence 
Measure 

,386 
.476 
.613 
,302 
,176 
.113 
,080 
,034 
,003 

25 



Network ·1 - User Equl11brlum CPU = 15.944 seconds 

Maximum # of Internal Iterations = 3 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

18 

Q) 0.9 
L. 
::l 0.6 
to 
(10 

0.7 Q) 

1: 0.6 Q) 
0 

0.5 t: 
(l) 

E' 0.4 
Q) 

0.3 > c 
0 0.2 

U 
0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
3 
3 
3 
3 
1 

2 4 
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Convergence 
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Network" 1 - User Equ111br1um CPU = 18.624 seconds 

Maximum # of Intern8llterations = 4 

Outer 
Iteration # 
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Convergence 
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.004 
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Network .# 1 - User Equilibrium 

Maximum .# of Internallterat10ns = 5 

CPU = 18.367 seconds 
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Fig. 3.2.1.6 
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Convergence 
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14 

29 



30 

Network -1 - User Equi' ibr1um CPU =23.161 seconds 

Maximum # of Internal Iterations = 6 
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Fig. 3.2.1.7 
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Convergence 
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.004 
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Network #' 1 - User Equ111brlum CPU =25.870 seconds 

Max1mum # of Internal Iterations = 7 

Outer 
Iteration #' 
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Fig. 3.2.1.8 
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Convergence 
Measure 

.523 

.910 

.291 

.403 

.213 

.209 

.114 

.098 

.004 

14 

31 
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Network # 1 - User Equll'ibrium CPU =29.105 seconds 

Max1mum # of Internal Iterations = 8 

Outer 
Iterat10n # 
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Table 3.2.1.8 
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Fig. 3.2.1. 9 
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Convergence 
Measure 
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Network .# 1 - User EQul11brlum CPU =32.699 seconds 

Maximum # of InternallteraUons =9 

Outer 
Iteration # 
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Fig. 3.2.1.10 

16 

Convergence 
Measure 

.509 

.113 

.285 

.321 

.147 

.180 

.083 

.088 

.003 

18 
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Network'" 1 - User Equil'ibrlum CPU =33.304 seconds 

Max1mum # of Internallterat10ns = 1 0 
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Iteration # 
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Fig. 3.2.1.11 
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Convergence 
Measure 

.492 
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.215 

.103 

.103 

.004 

16 



Table 3.2.1.11- Summary of results for Network 1 
User Equilibrium 

Maximum CPU - Time Total Number of Internal 
Number 0 (Seconds) I terat ions requ t red for 
Internal Convergence 
Iteratton 

9.994 31 

2 13.403 43 

3 15.944 52 

4 18.624 61 

5 18.367 60 

6 23.161 77 

7 25.870 86 

8 29.105 97 

9 32.699 107 

10 33.304 1 1 1 

35 
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Network # 1 - System Opt1mum 

Maximum # of Internal Iterat10ns = 1 

Outer 
Iteration # 
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CPU = 28.417 seconds 

60 

Convergence 
Measure 

.384 
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.172 

.010 
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.103 
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.091 

.017 

.011 

.005 

70 



Network # 1 - System Optimum 

Maximum # of Internal Iterat10ns = 2 

Outer 
Iteration # 
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Table 3.2.1.13 
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Fig. 3.2.1.13 

37 

CPU =24. 11 0 seconds 

Convergence 
Measure 

.451 

.278 

.108 

.123 

.063 

.100 

.083 

.071 

.005 

25 30 
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Network .# 1 - System Opt1mum 

Max1mum .# of Internal Iterations = 3 

Outer 
Iteration .# 
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Fig. 3.2.1.14 

CPU =32.481 seconds 

25 

Convergence 
Measure 

.492 

.453 

.231 
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.096 

.004 

30 



Network .# 1 - System Optlmum 

Max1mum .# of Internal Iteratlons =4 

Outer 
Iteration # 
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Fig. 3.2.1.15 
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CPU =42.798 seconds 
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Convergence 
Measure 

.596 
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.249 
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.095 

.004 

30 



40 

Network # 1 - System Optimum 

Max1mum # of Internal Iterations =5 
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Iteration # 
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Network # 1 - System Optimum 

Maximum # of Internal Iterat10ns =6 
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CPU =44.263 seconds 
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Convergence 
Measure 

.627 

.712 
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.218 
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.003 

16 20 
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Network # 1 - System Optimum 

Max1mum # of Internal Iterat10ns =7 

Table 3.2.1.18 
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Network # 1 - System Optimum 

Max1mum • of Internal Iterations =8 

Outer 
Iteration # 
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CPU =69.464 seconds 
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Convergence 
Measure 

.712 
1.012 
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.460 
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.005 

25 
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Network .# 1 - System Optimum 

Max1mum .# of Internal Iterations =9 
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Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

22 

<b 
'-:::J 
01 
to 
<b 
I: 
<b 
u 
c: 
<b 
0\ 
'-
<b 
> c: 
0 
U 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 
0 

Required # 

of Internal 
Iterations 

9 
9 
9 
9 
9 
9 
9 
9 
1 

5 

Tab 1 e 3.2. 1.20 

10 

Sum of I nterna 1 
Iterations 

9 
18 
27 
36 
45 
54 
63 
72 

177 

15 

Outer I terelt ion # 

Fi g. 3.2. 1 .20 

CPU = 75.341 seconds 

20 

Convergence 
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Network # 1 - System Optimum 

Max1mum # of Internal Iterations = 1 0 
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CPU =87. 1 26 seconds 
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Convergence 
Measure 

.816 
1.237 
.397 
.726 
.311 
.511 
.230 
.396 
.004 

25 
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Table 3.2.1.22- Summary of results for Network 1 
System Opt1mum 

Max1mum CPU - Time Total Number of InternaJ 
Number 0 (Seconds) I terations required for 
Internal Convergence 
Iteration 

28.417 65 

2 24.110 55 

3 32.481 75 

4 42.798 100 

5 38.908 91 

6 44.263 103 

7 52.259 122 

8 69.464 163 

9 75.347 177 

10 87.126 205 
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the Texas highway network. Its structure differs from Network 1 in that it 

is composed of exclusive passenger car lanes, truck lanes and common user 

lanes. The car user has the option of choosing the exclusive car lane or the 

common lane while the truck user can use either the exclusive truck lane or 

the common lane. The option for both classes of using either the exclusive 

or common lane is controlled with the use of dummy links. If the option is 

open then the dummy link is assigned a zero cost or if closed then the dummy 

link is assigned a very high positive cost. This particular structure was 

chosen due to the possible future construction of exclusive facilities for 

special categories of the traffic stream (in this study passenger cars and 

trucks). A more detailed description of this structure is given in Appendix 

B. 

Network 2 depicts the following features: 

Passenger car network coding: 

Number of centroids: 14 

Number of O-D pairs: 182 

Number of centroid connectors: 14 

Number of egress links: 14 

Number of access links: 14 

Number of one-way highway links: 126 

Origin nodes: from 1 to 14 

Destination nodes: from 15 to 28 

Highway nodes: from 29 to 64 

Truck network coding: 

Origin nodes: from 65 to 78 

Destination nodes: from 79 to 92 

Highway nodes: from 93 to 128 

As before, the truck network is a replica of the passenger car network. 

The combined features are the following: 

Total number of O-D pairs: 364 

Total number of nodes: 128 

Total number of links: 336 

For this network two different groups of tests have been carried out. 

In the first group the exclusive link option was open for both the passenger 

cars and trucks, meaning that the dummy links had been assigned a zero cost. 

In the second test the options of exclusive links were closed, meaning the 
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the dummy links had been assigned a very· high positive cost. These two 

different test groups were intended to capture any differences in the 

performance of the diagonalization algorithm, with regard to the use of 

exclusive links as opposed to the standard common link network configuration. 

A series of tests was performed for both groups, for the User 

Equilibrium and System Optimum assignment policies. However, for the UE a 

series of runs corresponding to four different capacity levels (see section 

3.1) have been conducted to examine the performance of the algorithm under 

different levels of congestion. The results for the first group are 

summarized in table 3.2.2.1 and for the second group in table 3.2.2.2 for the 

User Equilibrium. For illustrative purposes the detailed results for 

capacity levels 1.Oe and o.se are presented in tables 3.2.2.3 to 3.2.2.12 and 

3.2.2.13 to 3.2.2.22 respectively for the first group only. Additionally, 

the corresponding graphs of the convergence measure versus the outer 

iteration number are presented in figures 3.2.2.2 to 3.2.2.11 and 3.2.2.12 to 

3.2.2.21 for the 1.Oe and o.se capacity levels respectively. The results for 

the System Optimum are summarized in Tables 3.2.2.23 and 3.2.2.24 for both 

groups respectively. The detailed results for group one for the SO are 

presented in Tables 3.2.2. 2S to 3.2.2.34 and the corresponding graphs in 

figures 3.2.2.22 to 3.2.2.31. Following, the description of the Texas 

network developed for this study is presented. 

3.2.3 The Texas Network-Network 3 

One of the obj ectives of this study was to test the diagonalization 

algorithm on a large scale network, in view of its applicability to analyze 

truck-related improvements to the Texas highway network. A subset of the 

Texas highway network was developed and tested in this study. The structure 

of the developed Texas network has the same form as Network 2, thus allowing 

also the inclusion of the design element. The basic features of Network 3 

are given below while a description of the database development is given in 

Appendix B.3. 
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Table 3.2.2.1 - Summary of results for Network 2 
User Equ1J1brlum - Options Open 

'1aximum CPU - Time 
Number of (Seconds) 
Internal 
Iterations 1.0C 0.8C 0.5C 4.0C 

1 10.049 8.428 9.032 43.401 
2 9.464 7.339 12.646 27.852 
3 14.257 9.940 8.337 41.451 
4 16.390 15.924 11.570 14.454 
5 12.568 14.223 12.625 41.386 
6 14.161 12.073 13.169 13.432 
7 15.320 15.289 15.298 51.316 
8 14.692 13.146 15.247 35.507 
9 17.539 15.815 14.101 46.011 

10 13.664 14.809 15.308 44.034 

Mamimum 
Corresponding Total # of I nterna I I terat ions Number of 

Internal 
Iterations 1.0C O.8e O.SC 4.0C 

1 16 13 14 79 
2 15 1 1 21 49 
3 24 16 13 76 
4 28 25 19 25 
5 21 24 21 76 
6 24 20 22 23 
7 26 26 26 95 
8 25 22 26 65 
9 30 27 24 85 

10 23 25 26 81 



Table 3.2.2.2 - Summary of results for Network 2 
User Equll1brlum - Options Closed 

Maximum CPU - Time 
Number of (Seconds) 
Internal 
I terat ions I.OC O.BC O.SC 4.0C 

1 11.924 13.926 13.451 6.360 
2 7.873 9.915 9.934 3.687 
3 15.364 14.389 18.362 3.161 
4 20.387 16.371 18.858 13.666 
5 23.291 22.303 26.803 7.157 
6 25.779 22.293 35.264 9.141 
7 24.815 24.305 22.344 7.107 
8 20.850 32.761 21.863 7.087 
9 24.811 27.352 30.758 7.096 

10 30.801 33.792 32.335 7.116 

Mamlmum 
Corresponding Total # of Internal Iterations Number of 

Internal 
Iterations I.OC O.8C O.5C 4.0C 

1 21 25 24 10 
2 13 17 17 5 
3 28 26 34 4 
4 38 30 35 25 
5 44 42 51 12 
6 49 42 68 16 
7 47 46 42 12 
8 39 63 41 12 
9 47 52 59 12 

10 59 65 62 12 

51 
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Network #2 - User Equ'j l'ibrlum 
Opt 10ns Open 
Maxlmum # of Internal Iterat10ns = 1 

Table 3.2.2.3 

CPU = 10.049 seconds 
Capac1ty = 1 *C 

Outer 
Iteration # 

Requ1red # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

Convergence 
1'1 easure 

1 
2 
3 
4 
5 
6 

16 

Q) 

'-:::l 
(I) 
to 
Q) 

I: 
Q) 
u 
c: 
Q) 

~ 
Q) 

> c: 
0 
U 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0 2 4 6 8 

1 
2 
3 
4 
5 
6 

16 

10 

Outer Iteretion # 

Fig. 3.2.2.2 

12 14 

.739 

.253 

.155 

.112 

.105 

.044 

.005 

16 



Network #2 - User Equll1brlum 
Opt 1 ons Open 
Maximum # of Internal Iterations = 2 

Table 3.2.2.4 

CPU = 9.464 seconds 
Capac1ty = 1 *C 

Outer 
Iteration # 

Required # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

Convergence 
Measure 

1 2 2 .816 
2 2 4 .242 
3 2 6 .121 
4 2 8 .071 
5 2 10 .032 
6 2 12 .020 
8 1 15 .002 

0.9 

~ 0.8 
:::J 
(1) 

0.7 I::J 
Q) 

1: 0.6 
Q) 

0.5 0 
c::: 
Q) 0.4 
~ 
Q) 0.3 
> c::: 0.2 
0 
U 0.1 

0.0 
1 2 3 4 5 6 7 8 

Outer Ite~tion # 

Fig. 3.2.2.3 
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Network #2 - User Equl1 'ibrium 
Opt 1 ons Open 
Max i mum # of I nterna 1 I terat 1 ons = 3 

CPU = 14.257 seconds 
Capacity = 1 *C 

Tab 1 e 3.2.2.5 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 
6 
9 

G.l 
t-
::::J 
(I) 
to 
G.l 
L 
G.l 
u 
c: 
G.l 

E' 
G.l 
> c: 
0 

U 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
3 
3 
1 

2 3 4 

Sum of Internal 
Iterat10ns 

3 
6 
9 

12 
15 
18 
24 

5 6 7 

Outer ItertJtion # 

Fig. 3.2.2.4 

8 

Convergence 
Measure 

.865 

.200 

.125 

.073 

.037 

.018 

.003 

9 



Network #2 - User Equl11brlum 

Opt 1 ons Open 

Max1mum # of Internal Iterat10ns = 4 

Table 3.2.2.6 

CPU = 16.390 seconds 

Capaclty = 1 *C 

Outer 
Iteration # 

ReQuired # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

Convergence 
Measure 

1 4 4 .977 
2 4 8 .202 
3 4 12 .049 
4 4 16 .036 
5 3 19 .016 
6 3 22 .011 
9 1 28 .003 

1.0 
Q} 

0.9 '-::l 
(I) 0.8 
«J 
Q} 0.7 1: 
Q} 0.6 
0 
c: 
Q} 

0.5 

C'I 0.4 
'-Q} 

0.3 > c: 0.2 0 
U 

0.1 

0.0 
1 2 3 4 5 6 7 8 9 

Outer I ten~t ion # 

Fig. 3.2.2.5 
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Network #2 - User EQu111br1um 
Opt1ons Open 
Maximum # of Internal Iterations = 5 

Table 3.2.2.7 

CPU = 12.568 seconds 
Capac1ty = 1 *C 

Outer 
Iteration # 

Requtred # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

Convergence 
Measure 

1 
2 
3 
4 
5 

<l> 
'-:::::J 
en 
to 
(l) 

1: 
(l) 
0 c: 
(l) 
0" 
t... 
<l> 
> c: 
0 
U 

1.0 
0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0,0 
1 

5 
5 
5 
5 
1 

2 3 

5 
10 
15 
20 
21 

Outer I teret ion # 

Fig. 3.2.2.6 

4 

1.00 
.. 211 
.071 
.031 
.004 

5 



Network #2 - User Equ111brtum 
Options Open 
Max1mum # of Internal Iterations =6 

Table 3.2.2.8 

CPU = 14.' 6 1 seconds 
Capac1ty = 1 *C 

Outer 
Iterat10n .# 

Required .# 

of Internal 
Iterat10ns 

Sum of Internal 
Iterations 

Convergence 
Measure 

1 6 6 1.04 
2 6 12 .161 
3 6 18 .049 
4 3 21 .013 
5 2 23 .008 
6 1 24 .003 

1.2 

~ 1.0 :::.J 
(1) 
«l 
Q) O.B 
1: 
Q) 

0.6 u 
r::: 
Q) 

~ 0.4 
Q) 

> r::: 0.2 0 
U 

0.0 
1 2 3 4 5 6 

Outer Itertltion # 

Fig. 3.2.2.7 
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Network '*'2 - User Equi Itbrium 
Options Open 
Maximum'*' of Internal Iterations =7 

Table 3.2.2.0 

CPU = 15.320 seconds 
Capac 1 ty = 1 *C 

Outer 
Iteration .. 

Requ1red
of Interne1 
Iterations 

Sum of I nterne1 
Iterations 

Convergence 
Measure 

1 7 7 1. 11 
2 7 14 .185 
:3 7 21 .102 
4 2 23 .019 
5 2 25 .009 
6 1 26 .005 

1.2 

Q) 
"- 1.0 
::J 
(t) 
Il 
Q) 0.6 
I: 
Q) 

0.6 u c: 
Q) 
a- 0.4 "-Q) 
> c: 0.2 0 
U 

0.0 
1 2 3 4 5 6 

Outer I tenlt ion # 

Fig. 3.2.2.8 



Network #2 - User Equf11brlum 
Opt1ons Open 

CPU = 14.692 seconds 
Capac1ty =: 1 *C 

Maximum # of Internal Iterations =8 

Outer 
Iteration # 

1 
2 
3 
4 

Q) 
'-:::::J 
U') ., 
Q) 

I: 
Q) 
u 
c: 
Q) 

~ 
Q) 

> c: 
0 
u 

1.2 

1.0 

0.8 

0.6 

0.4 

02 

0.0 
1.0 

Table 3.2.2.10 

Required # 

of Internal 
Iterations 

1.5 

8 
8 
8 
1 

2.0 

Sum of Internal 
Iterations 

2.5 

8 
16 
24 
25 

3.0 

Outer Iteration # 

Fig. 3.2.2.0 

3.5 

Convergence 
Measure 

1.17 
.137 
.059 
.004 

4.0 
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Network #:2 - User Equi 1 ibrium 
Opt1ons Open 
Max1mum #: of Internal Iterat10ns =9 

Table 3.2.2.11 

CPU = 17.539 seconds 
Capac1ty = 1 *C 

Outer 
Iteration # 

ReQuired # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

Convergence 
Measure 

1 9 9 1.21 
2 7 16 .161 
3 9 25 .099 
4 2 27 .012 
5 2 29 .006 
6 1 30 .004 

1.4 

~ 1.2 :J 
(t) 
to 1.0 Q) 

L 
Q) 0.8 
0 
c: 
Q) 

~ 
0.6 

Q) 0.4 > c: 
0 0.2 U 

0.0 
1 2 3 4 5 6 

Outer I tenlt ion # 

Fig. 3.2.2.10 



Network -2 - User Equi I fbrium 
Opt1ons Open 

CPU = 13.664 seconds 
Capaci ty = 1 *C 

Max1mum - of Internal I terat10ns = 10 

Outer 
Iterat10n # 

1 
2 
3 
4 

Q) 
L 
~ 
(0 
fJ 
Q) 

1: 
Q) 
0 
c: 
Q) 

2' 
Q) 

> c: 
0 
U 

1.4 

1.2 

1.0 

0.6 

0.6 

0.4 

0.2 

0.0 
1.0 

Required # 

of Internal 
Iteret10ns 

1.5 

10 
1 
5 
1 

Table 3.2.2.12 

2.0 

Sum of Internal 
Iteratlons 

2.5 

10 
11 
22 
23 

3.0 

Outer ItertJtion # 

Fig. 3.2.2.11 

3.5 

Convergence 
Measure 

1.32 
.130 
.032 
.005 

4.0 
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Network *2 - User Equilibrlum 
Opt 1 ons Open 

CPU = 9.032 seconds 
Capac1ty =0.5*C 

Max1mum * of Internal Iterations = 1 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 

14 

~ 
::1 en 
«J 
(l) 

1: 
(l) 
0 
C 
(l) 
C\ 
'-
(l) 

> c 
0 
U 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

2 

Table 3.2.2.13 

4 6 

Sum of Internal 
Iterations 

8 

1 
2 
3 
4 
5 
6 

14 

10 

Outer I tertJt ion # 

Fig. 3.2.2.12 

12 

Convergence 
Measure 

.668 

.202 

.157 

.103 

.093 

.052 

.004 
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Network #2 - User Equilibrium 
Opt ions Open 

CPU = 12.646 seconds 
Capacity =0.5*C 

Maximum # of Internal Iterations =2 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 

11 

~ 
::J en 
to 
Go) 

I: 
Go) 
u 
c:: 
Go) 

~ 
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0 

U 

0.6 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 
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0.0 
1 
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of Internal 
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2 3 

Table 3.2.2.14 

4 5 

Sum of Internal 
Iterations 

2 
4 
6 
8 

10 
12 
21 

6 7 8 

Outer I te~tion # 

Fig. 3.2.2.13 

9 

Convergence 
Measure 

.712 

.208 

.151 

.069 

.033 

.022 

.004 

10 11 
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Network #2 - User Equilibrium 
Options Open 

CPU = 8.337 seconds 
Capacity =0.5*C 

Maximum .# of Internal Iterations =3 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 

G) 
'-:l 
(t) 
«J 
G) 

1: 
G) 
0 c 
G) 

~ 
G) 

> c 
0 
U 

0.8 

0.7 

0.1 

0.0 
1 
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of Internal 
Iterations 

3 
3 
3 
3 
1 

2 

Table 3.2.2.15 

Sum of Internal 
Iterations 

3 

3 
6 
9 

12 
13 

4 

Outer Iter8tion # 

Fig. 3.2.2.14 

Convergence 
Measure 

.715 

.219 

.138 

.047 

.005 

5 



Network -2 - User Equ1librlum 
opt lons Open 

CPU = 11.570 seconds 
Capac1 ty =0.5*C 

Maxlmum - of Internal Iteratl0ns =4 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 

f! 
::J 
en 
to 
G> 
L 
G> 
0 
C 
G> 

~ 
G> 
> 
0 
U 

0.8 

0.7 

0.6 

0.5 
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0.3 
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0.0 
1 
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of Internal 
Iterations 

4 
4 
4 
3 
3 
1 

2 

Table 3.2.2.16 

3 

Sum of Internal 
Iterations 

4 
8 

12 
15 
18 
19 

4 

Outer Iteration # 

Fig. 3.2.2.15 

5 

Convergence 
Measure 

.755 

.187 

.068 

.024 

.013 

.002 

6 
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Network -2 - User Equi 11br1um 
Opt 1 ons Open 

CPU = 12.625 seconds 
Capacfty =0.5*C 

Max1mum - of Internal Iteratfons =5 

Outer 
Iteration # 

1 
2 
3 
4 
5 

Q) 
'-:l 
(1) 
Il 
Q) 

I: 
Q) 
u 
c: 
Q) 

E' 
Q) 

> c: 
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U 
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0.0 
1 
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Iteretions 

5 
5 
5 
5 
1 

2 

Table 3.2.2.17 

Sum of Internel 
Iteretions 

3 

5 
10 
15 
20 
21 

4 

Outer I te~t ion # 

Fig. 3.2.2.16 

Convergence 
Measure 

.778 

.151 

.051 

.024 

.005 

5 



Network -2 - User Equi11brium 
Opt lons Open 

CPU = 13.169 seconds 

Capac1ty =0.5*C 

Max1mum # of Internal Iterat10ns =6 

Outer 
Iteration # 

1 
2 
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5 
6 

Q) 
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Iterat10ns 

6 
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1 

2 

Table 3.2.2.18 

3 

Sum of Internal 
Iterations 

6 
12 
17 
19 
21 
22 

4 

Outer I teret ion # 

Fig. 3.2.2.17 

5 

Convergence 
Measure 

.795 

.176 

.061 

.010 
,008 
,005 

6 
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Network #2 - User Equl1ibrlum 
Options Open 

CPU = 15.298 seconds 
Capacity =0.5*C 

Maximum # of Internal Iterations =7 

Outer 
Iteration # 

1 
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Required # 
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2 

Table 3.2.2.19 

3 

Sum of Internal 
Iterations 

7 
14 
19 
21 
23 
25 
26 

4 5 

Outer I tertJt ion # 

Fig. 3.2.2.18 

6 

Convergence 
Measure 

.820 

.150 

.040 

.010 

.008 

.007 

.002 
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Network -2 - User Equ111br1um 
Opt1ons Open 

CPU = 15.247 seconds 
CapacIty =0.5*( 

MaxImum" of Internal Iterations =8 

Outer 
Iteration # 

1 
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5 
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2 

Tab 1 e 3.2.2.20 

Sum of Internal 
Iterations 

3 

8 
16 
23 
25 
26 

4 

Outer I terl't i on # 

Fig. 3.2.2.1 9 

Convergence 
Measure 

.832 

.177 

.072 

.010 

.002 

5 
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Network #2 - User Equilibrium 

Opt 10ns Open 
CPU = 14. 1 01 seconds 

Capaci ty =0.5*C 
Maximum # of Internal Iterat10ns =9 

Outer 
Iteration # 

1 
2 
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4 

Q) 
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u 
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Table 3.2.2.21 

Sum of Internal 
Iterations 

9 
18 
23 
24 

Convergence 
Measure 

.864 

.149 

.033 

.004 

15 2~ 25 3~ 35 4~ 

Outer I ternt ion # 

Fig. 3.2.2.20 



Network #2 - User Equl1ibrfum 
Opt ions Open 

CPU = 15.308 seconds 
Capacfty =0.5*C 

Maximum ... of Internal Iterations:: 1 0 

Outer 
Iteration # 
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4 
5 

t) 
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to 
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t) 
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Table 3.2.2.22 

Required # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

10 
6 
7 
2 
1 

2 3 

10 
16 
23 
25 
26 

Outer I ter~t ion # 

Fig. 3.2.2.21 

4 

Convergence 
Measure 

.885 

.151 

.062 

.007 

.004 

5 
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Table 3.2.2.23 - Summary of results for Network 2 
System Opt1mum - Opt10ns Open 

Maximum CPU - Tlme Total Number of Internal 
Number 0 (Seconds) I terat ions requ 1 red for 
Internal Convergence 
Iteratlon 

37.258 47 

2 26.587 33 

3 27.360 34 

4 33.913 43 

5 35.526 45 

6 25.734 32 

7 23.218 29 

8 30.087 38 

9 22.603 28 

10 32.290 41 



Table 3.2.2.24 - Summary of results for Network 2 
System Opttmum - Options Closed 

Max1mum CPU - Time Total Number of Internal 
Number 0 (Seconds) I terat ions required for 
Interna1 Convergence 
I teratlon 

18.940 25 

2 17.493 23 

3 24.077 33 

4 26.134 36 

5 30.323 42 

6 31.593 44 

7 27.450 38 

8 28.878 40 

9 34.365 48 

10 50.069 71 
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Network .#2 -System Opt1mum 

Opt10ns Open 
CPU =37.258 seconds 

Max1mum .# of I nternal I terat ions = 1 

OUter 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 
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47 
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to 
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Table 3.2.2.25 

15 20 

Sum of Internal 
Iterations 

25 30 

1 
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3 
4 
5 
6 
7 
8 

30 
47 

35 

Outer Itertltion # 

Fig. 3.2.2.22 

40 

Convergence 
Measure 

45 

.600 

.180 

.196 

.066 

.047 

.045 

.027 

.026 

.009 

.004 

50 



Network #2 -System Opttmum 
Opt tons Open 

CPU =26.587 seconds 

Max1mum # of Internal Iteratlons ;:2 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

17 
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to 
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E 
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Q) 
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0.0 
0 
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of Internal 
Iterations 
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2 
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2 
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2 4 

Table 3.2.2.26 

6 8 

Sum of Internal 
Iter6t1ons 

2 
4 
6 
8 

10 
12 
14 
16 
33 

10 12 14 

Outer Ite~tion # 

Fig. 3.2.2.23 

Convergence 
Measure 

.648 

.210 

.101 

.059 

.037 

.033 

.016 

.015 

.003 

16 18 
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Network #2 -System Optlmum 
Optlons Open 

CPU = 27.360 seconds 

Max1mum #' of Internal Iterations =3 

Outer 
Iteration # 

1 
2 
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5 
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Tab 1 e 3.2.2.27 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
3 
3 
3 
3 
1 

2 4 

Sum of Internal 
Iterations 

3 
6 
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12 
15 
18 
21 
24 
34 

6 8 

Outer Itert2tion # 

Fig. 3.2.2.24 

10 

Convergence 
Measure 

.656 

.182 

.088 

.048 

.026 

.019 

.013 

.011 

.005 

12 



Network -2 -System Optimum 
Opt1ons Open 

CPU =33.913 seconds 

Maximum - of Interna1 Iterat10ns =4 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

13 
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ReQuired # 

of Internal 
Iterations 
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1 

2 

Table 3.2.2.28 

4 6 

Sum of Internal 
lterat10ns 

4 
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12 
16 
20 
24 
28 
32 
43 

8 10 

Outer Iteration # 

Fig. 3.2.2.25 

12 

Convergence 
Measure 

.664 

.167 
,071 
.036 
.023 
.013 
.011 
,013 
.005 

14 
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Network #2 -System opt 1mum 
Options Open 

CPU =35.520 seconds 

Max1mum # of Internal Iterat10ns =5 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 
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«J 
Q) 

1: 
Q) 
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c: 
Q) 
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Q) 
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0.5 
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of Internal 
Iterations 
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2 

Table 3.2.2.29 

4 6 

Sum of Internal 
Iterations 

5 
10 
15 
20 
25 
28 
30 
34 
45 

8 10 

Outer Iteration # 

Fig. 3.2.2.26 

12 

Convergence 
Measure 

.684 

.163 

.046 

.023 

.015 

.010 

.008 

.010 

.004 

14 



Network #2 -System opt imum 
Options Open 

CPU =25.734 seconds 

Maximllm # of Internal Iterat10ns =6 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 

~ 
::J 
(t) 
D 
G> 
I: 
G> 
U 
c: 
G> 

E' 
G> 
> c: 
0 

U 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Required # 

of Internal 
Iterations 

6 
6 
6 
4 
6 
3 
1 

2 

Table 3.2.2.30 

3 

SUm of Internal 
Iterations 

6 
12 
18 
22 
28 
31 
32 

4 5 

Outer IteNJtion # 

Fig. 3.2.2.27 

6 

Convergence 
Measure 

.686 

.129 

.039 

.013 

.017 

.011 

.005 

7 

79 
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Network #2 -System Optimum 

Options Open 
CPU =23.218 seconds 

Max1mum # of Internal1terations =7 

Outer 
Iteration # 

1 
2 
3 
4 
5 

~ 
:::3 en 
to 
(J) 

I: 
(J) 
u 
c 
(J) 

E' 
(J) 

> 
C 
0 

U 

0.7 

0.6 

0.5 

0.3 

0.2 

0.1 

0.0 
1 

Requ1red # 

of Internal 
Iterations 

7 
7 
7 
7 
1 

2 

Table 3.2.2.31 

Sum of I nterna 1 
Iterations 

3 

7 
14 
21 
28 
29 

4 

Outer I terat 1 on # 

Fig. 3.2.2.28 

Convergence 
Measure 

.694 

.143 

.042 

.022 

.004 

5 



Network :#2 -System Opt1mum 
Options Open 

CPU =30.087 seconds 

Maximum :# of Internal Iterations =8 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 
6 
7 
8 
9 

~ 
::::J 
(I) 
fJ 
(b 

1: 
(b 
0 c 
(b 

~ 
(b 

> c 
0 

U 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Tab1e 3.2.2.32 

Required # 

of Internal 
Iteratlons 

Sum of Internal 
Iterat10ns 

8 8 
8 16 
8 24 
2 26 
3 29 
3 32 
3 35 
2 37 
1 38 

2 3 4 5 6 7 

Outer Iterntion # 

Fig. 3.2.2.29 

8 

Convergence 
Measure 

.702 

.133 

.037 

.008 

.008 

.008 

.009 

.005 

9 
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Network #2 -System Optlmum 
Opt lons Open 

CPU =22.603 seconds 

Max1mum # of Internal Iterattons =9 

Outer 
Iteration # 

1 
2 
3 
4 
5 

Q) 
L 
::::J 
en 
till 
Q) 

1: 
Q) 
0 
c: 
Q) 

E' 
Q) 

> c: 
0 
U 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Requ'lred# 
of Internal 
Iterations 

9 
9 
5 
4 
1 

2 

T lib 1 e 3.2.2.33 

Sum O'f Interna1 
Iterations 

3 

9 
18 
23 
27 
28 

4 

Outer I ter~t ion # 

Fig. 3.2.2.30 

Convergence 
Measure 

.716 

.122 

.024 

.014 

.005 

5 



Network #2 -System Optimum 
Options Open 

CPU =32.290 seconds 

Maximum # of Internal Iterat10ns = 1 0 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

~ 
:::J 
U) 
to 
Cb 
1: 
(b 
0 c:: 
(b 

~ 
Cb 
> c:: 
0 
U 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Required # 

of Internal 
Iterations 

10 
10 
9 
3 
3 
3 
2 
1 

2 

Tab 1 e 3.2.2.34 

3 4 

Sum of Internal 
Iterations 

10 
20 
29 
32 
35 
38 
40 
41 

5 6 

Outer Iteration # 

Fig. 3.2.2.31 

7 

Convergence 
Measure 

.726 

.130 

.030 

.010 

.008 

.009 

.007 

.004 

8 
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Passenger car network coding 

Number of centroids: 14 

Number of O-D pairs: 182 

Number of centroid connectors: 14 

Number of egress links: 14 

Number of access links: 14 

Number of one-way highway links: 1914 

Origin nodes: from 1 to 14 

Destination nodes: from 76 to 89 

Highway nodes: from 851 to 1368 

Network 3 depicts the following combined characteristics: 

Total number of O-D pairs: 364 

Total number of nodes: 1400 

Total number of links: 3912 

Due to the size of the network it was decided to test the algorithm only 

in the range from 1 to 5 maximum number of internal iterations. This 

decision was based on the results of the two previous networks, where a 

higher number of maximum number of internal iterations was less efficient 

than the lower ones in most of the cases. Again two groups of tests were 

carried out in a similar way as in Network 2. In the first group, the dummy 

links had a cost of zero and in the second group they had a very large 

positive number. 

The results for group one are presented in tables 3.2.3.1 to 3.2.3.5 for 

the User Equilibrium, summarized in Table 3.2.3.6. Figures 3.2.3.2 to 

3.2.3.6 present the convergence measure versus the number of outer 

iterations. The results for the System Optimum are given in Tables 3.2.3.7 

to 3.2.3.11, summarized in Table 3.2.3.12. The convergence measure versus 

the number of outer iterations is presented in Figures 3.2.3.7 to 3.2.3.11. 

The results for group two are presented in Tables 3.2.3.13 to 3.2.3.17 for 

the UE while Table 3.2.3.18 summarizes the results. Tables 3.2.3.19 to 

3.2.3.23 report the results from the SO while Table 3.2.3.24 summarizes the 

results. Figures 3.2.3.12 to 3.2.3.16 and Figures 3.2.3.17 to 3.2.3.21 

present the plots of the convergence measure versus the number of outer 

iteration for the UE and SO respectively. The next section presents a 

summary of the results for all networks. 
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Figure 3.2.3.a - Section I 
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Network #3 (The Texas Network) - UE 
Opt1ons Open 
Maxlmum # of Internal Iteratlons = 1 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

30 
32 

0.30 

0.25 

0.20 

0.15 

0.10 

0,05 

Required # 

of Interna1 
Iterations 

Table 3.2.3.1 

Sum of Interna1 
Iterations 

1 
2 
3 
4 
5 
6 
7 
8 

30 
32 

93 

CPU =233.188 seconds 

Convergence 
Measure 

.258 

.143 

.1 16 

.094 

.112 

.073 

.053 

.045 

.006 

.005 

0,00 +---+---+---+----+--~==::t:::L__I 
o 5 10 15 20 25 30 3S 

Outer Itert3tion # 

Fig. 3.2.3.2 
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Network #3 (The Texas Network) - UE 
Opt1ons Open 

Max1mum # of Internal Iterations =2 

Outer 
Iterat;on # 

I 
2 
3 
4 
5 
6 
7 
8 

13 

~ 
::J 
(0 
to 
Q) 

L 
Q) 
0 
c: 
Q) 

~ 
Q) 

> 
t: 
0 

U 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

2 
2 
2 
2 
2 
2 
2 
2 
1 

2 

Table 3.2.3.2 

4 6 

Sum of I nterna\ 
Iterations 

2 
4 
6 
8 

10 
12 
14 
16 
25 

8 10 

Outer I tertlt 1 on # 

Fig. 3.2.3.3 

CPU = 186.607 seconds 

12 

Convergence 
l'1easure 

.354 

.258 

.254 

.149 

.069 

.046 

.027 

.021 

.005 

14 



Network #3 (The Texas Network) - UE 
Options Open 
Maximum # of Internal Iterations =3 

Table 3.2.3.3 

Outer 
Iteration # 

Required # 

of Internal 
Iterations 

Sum of Interna) 
Iterations 

1 3 3 
2 3 6 
3 3 9 
4 3 12 
5 3 15 
6 3 18 
7 3 21 
8 3 24 

15 1 42 

~ 
0.5 

::J 
(0 
(IQ 0.4 
Q) 

L 
Q) 

0.3 0 c 
Q) 
C'a 
L 0.2 Q) 

> c 
0 0.1 U 

0.0 
0 2 4 6 8 10 12 

Outer Iter~tjon # 

Fig. 3.2.3.4 

95 

CPU =297.713 seconds 

Convergence 
Measure 

.465 

.246 
,130 
.073 
.048 
.036 
.032 
.023 
,003 

14 16 
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Network #3 (The Texas Network) - UE 
Op t 1 ons Open 
Max1mum # of Internal iteratIons =4 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

13 

(l) 
'-
~ 
0) 
to 
(l) 

:r: 
(l) 
0 c 
(b 

E' 
(b 

> c: 
0 
U 

0.6 

O.S 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

4 
4 
4 
4 
4 
4 
4 
4 
1 

2 

Table 3.2.3.4 

4 6 

Sum of Internal 
Iterations 

4 
8 

12 
16 
20 
24 
28 
32 
47 

8 10 

Outer Iterction # 

Fig. 3.2.3.5 

CPU =328.196 seconds 

12 

Convergence 
Measure 

.543 

.394 

.172 

.094 

.055 

.030 

.024 

.019 

.005 

14 



Network #3 (The Texas Network) - UE 
Opt1ons Open 
Max1mum .# of Internal Iterations =5 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

1 1 

~ 
:::J 
en 
«::I 
4> 
1: 
4> 
u 
c: 
4> 

~ 
4> 
> c: 
0 

U 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1 

Requlred# 
of Internal 
Iterations 

5 
5 
5 
5 
5 
5 
5 
5 
1 

2 3 

Tab 1 e 3.2.3.5 

--.-
4 5 

Sum of Internal 
Iterations 

5 
10 
15 
20 
25 
30 
35 
38 
45 

6 7 8 

Outer I terllt ion # 

Fi CJ. 3.2.3.6 

97 

CPU =316.117 seconds 

9 

Convergence 
Measure 

.613 

.288 
158 

.087 

.055 

.031 

.025 

.012 

.004 

10 11 
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Table 3.2.3.6 - Summary of results for Network 3 
(The Texas Network) 

User Equ1l1br1um - Options Open 

Maxlmum CPU - TIme Total Number of Internal 
Number 0 (Seconds) I terations required for 
Internal Convergence 
Iteration 

135.287 16 

2 187.868 23 

3 210.743 26 

4 196.436 24 

5 225.033 28 



Network #3 (The Texas Network) - SO 

Opt1ons Open 
Max1mum # of Internal Iterations = 1 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

27 

(1) 
'-::J 
U) 
to 
(1) 

L 
(1) 
0 
c 
(1) 

E' 
(1) 

> 
C 
0 

U 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

Requlred # 

of Internal 
Iterations 

5 

Table 3.2.3.7 

10 

Sum of I nterna1 
Iterations 

1 
2 
3 
4 
5 
6 
7 
8 

27 

15 20 

Outer Ite~tl0n # 

Fig. 3.2.3.7 

99 

CPU =253.871 seconds 

25 

Convergence 
Measure 

.348 

.191 

.131 

.096 

.075 

.091 

.053 

.034 

.005 

30 
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Network #3 (The Texas Network) - SO 

Opt1ons Open 
Max1mum # of Internal Iterations ;;:;2 

Table 3.2.3.8 

Outer 
Iteration :# 

Required:# 
of Internal 
Iterations 

Sum of Internal 
Iterations 

1 2 2 
2 2 4 
3 2 6 
4 2 8 
5 2 10 
6 2 12 
7 2 14 
8 2 16 

20 1 39 

~ 
0.6 

:J 
en 0.5 ., 
Go) 

I: 0.4 Go) 
0 
c: 
Go) 0.3 
E' 
Go) 

0.2 > c: 
0 

U 0.1 

0.0 
0 2 4 6 8 10 12 14 16 

Outer I tertJt ion # 

Fig. 3.2.3.8 

CPU =356.381 seconds 

18 

Convergence 
Measure 

.531 
261 
.105 
.074 
.054 
.036 
.037 
.025 
.005 

20 



Network #3 (The Texas Network) - SO 

Options Open 
Max1mum # of Internal Iteratfons =3 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

16 

(l) 0.6 
'-;:, 0.7 U) 
.0 
(l) 0.6 
1: 
(l) 0.5 
U c 
(l) 0.4 
~ 0.3 (l) 

> c 0.2 0 
U 

0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
3 
3 
3 
3 
1 

2 4 

Table 3.2.3.9 

6 6 

Sum of Internal 
Iterations 

3 
6 
9 

12 
15 
18 
21 
24 
44 

10 12 

Outer Itertttion # 

Fig. 3.2.3.9 

101 

CPU =403.483 seconds 

14 

Convergence 
Measure 

.707 

.274 

.159 

.100 

.045 

.036 

.021 

.022 

.004 

16 
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Network #3 (The Texas Network) - SO 
Op t 1 ons Open 
Maximum # of Internal Iterations =4 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

10 

4) 

'-
:::J 
(I) 
to 
4) 

I: 
4) 
u 
c 
4) 
0-
'-
4) 

> c 
0 

U 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 

ReQuired # 

of Internal 
Iterations 

4 
4 
4 
4 
4 
4 
4 
4 
1 

Table 3.2.3.10 

Sum of Internal 
Iterations 

4 
8 

12 
16 
20 
24 
28 
32 
35 

CPU =324.542 seconds 

Convergence 
Measure 

.797 

.249 

.119 

.077 

.036 

.021 

.022 

.017 

.004 

1 2 3 4 5 6 7 8 9 10 

Outer I tertJt i on II 

Fi g. 3.2.3. 1 0 



Network #3 (The Texas Network) - SO 
Opt1ons Open 
Max1mum # of I nterna1 I terat10ns =5 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

13 

~ 
::J en 
a 
G> 
I: 
q, 
(.) 
c: 
q, 
~ 
l-
q, 
> c: 
0 

U 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0 

Required # 

of Internal 
Iterations 

5 
5 
5 
5 
5 
5 
5 
3 
1 

2 

Table 3.2.3.11 

4 6 

Sum of Inter nal 
Iterations 

5 
10 
15 
20 
25 
30 
35 
38 
51 

8 10 

Outer Iterlltion # 

Fig. 3.2.3.11 

103 

CPU =469.369 seconds 

12 

Convergence 
Measure 

.999 

.410 

.173 

.086 

.058 

.035 

.025 

.014 

.003 

14 
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Table 3.2.3. 12 - Summary of results for Network 3 
(The Texas Network) 
System Optimum - Options Open 

Maximum CPU - TIme Total Number of Internal 
Number 0 (Seconds) I terat 10ns required for 
Internal Convergence 
Iterat10n 

121.413 1 1 

2 180.609 17 

3 169.986 16 

4 209.103 20 

5 209.528 20 



Network #3 (The Texas Network) - UE 
Opt1ons Closed 
Max1mum # of Internal Iterations = 1 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

16 

~ 
:::J 
Ol ., 
Q) 

1: 
G> 
u 
c: 
G> 
C" 
'-Q) 

> c: 
0 

U 

0.09 

0.08 

0.07 

0.06 

0.05 

0.04 

0.03 

0.02 

0.01 

0.00 

Required # 

of Internal 
Iteratlons 

1 
1 
1 
1 
1 
1 
1 
1 
1 

Table 3.2.3.13 

Sum of Internal 
Iterations 

1 
2 
3 
4 
5 
6 
7 
8 

16 

105 

CPU = 135.287 seconds 

Convergence 
Measure 

.061 

.057 

.086 

.063 

.033 

.043 

.032 

.032 

.002 

0 2 4 6 8 10 12 14 16 

Outer I te~t ion # 

Fig. 3.2.3.12 
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Network *3 (The Texas Network) - UE 
Options Closed 
Max1mum # of Internal Iterat10ns =2 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 
6 
7 
8 

12 

(l) 
'-
::J 
en ., 
(l) 

:r: 
(l) 
U 
C 
(l) 

~ 
(l) 

> c 
0 

U 

0.14 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 
0 

Required # 

of Internal 
Iterations 

2 
2 
2 
2 
2 
2 
2 
2 
1 

2 

Table 3.2.3.14 

4 

Sum of Internal 
Iterations 

2 
4 
6 
8 

10 
12 
14 
16 
23 

6 8 

Outer I te~t ion # 

Fig. 3.2.3.13 

CPU = 187.868 seconds 

10 

Convergence 
Measure 

.132 

.047 

.035 

.036 

.031 

.013 

.017 

.016 

.004 

12 



Network #3 (The Texas Network) - UE 

Opt1ons Closed 
Max1mum # of Internal Iterat10ns =3 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

11 

~ 
~ 
U) 
to 
4) 

1: 
(l) 
0 
C 
4) 

E' 
4) 

> 
C 
0 

U 

0.18 

0.16 

0.14 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 
1 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
2 
3 
2 
2 
1 

2 3 

Table 3.2.3.15 

4 5 

Sum of Internal 
Iterations 

3 
6 
9 

12 
14 
17 
19 
21 
26 

6 7 8 

Outer Ite~tlon # 

Fig. 3.2.3.14 
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CPU =210.743 seconds 

9 

Convergence 
Measure 

.179 

.066 

.066 

.030 

.015 

.016 

.015 

.009 

.004 

10 11 
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Network #3 (The Texas Network) - UE 

Options Closed 
Max-Imum # of Internal Iterat10ns =4 

Table 3.2.3.16 

Outer 
Iteration # 

Required # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

1 4 4 
2 4 8 
3 4 12 
4 2 14 
5 3 17 
6 2 19 
7 2 21 
8 2 23 
9 1 24 

G> 0.18 
L 
:J 
en 0.16 
ta 0.14 G> 
1: 

0.12 
G> 
0 

0.10 C 
G> 

~ 0.08 
G> 0.06 > c 
0 
U 

0.00 
1 2 ;3 4 5 6 7 

Outer I te~t ion # 

Fig. 3.2.3.15 

CPU = 196.436 seconds 

Convergence 
Measure 

.169 

.063 
,069 
.016 
.016 
.020 
.015 
,012 
.004 

8 9 



Network #3 (The Texas Network) - UE 
Op t ions Closed 
Maximum # of Internal Iterations =5 

Table 3.2.3.17 

Outer 
Iteration # 

Required # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

1 5 5 
2 5 10 
3 5 15 
4 4 19 
5 2 21 
6 2 23 
7 2 25 
8 2 27 
9 1 26 

~ 
0.25 

:;:, 
(f) 

" 0.20 
G> 
1: 
(I) 

0.15 u 
c: 
G> 

~ 0.10 G> 
> c: 
0 0.05 U 

0.00 
1 2 3 4 5 6 7 

Outer IteN)tion # 

Fig. 3.2.3.16 
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CPU =225.033 seconds 

8 

Convergence 
Measure 

.238 

.069 

.045 

.030 

.012 

.012 

.010 

.007 

.005 

9 
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Table 3.2.3.18 - Summary of results for Network 3 
(The Texas Network) 
User Equi I 1brlum - Opt1ons Closed 

Maximum CPU - Time Total Number of Internal 
Number 0 (Seconds) Iterattons requlred for 
Internal Convergence 
Iteration 

233.188 32 

2 186.607 25 

3 297.713 42 

4 328.196 47 

5 316.117 45 



Network '*3(The Texas Network) - SO 
Options Closed 

Max1mum '* of Internal Iterat10ns = 1 

Table 3.2.3.19 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 
7 
8 

1 1 

(J) 
'-:::l 
0') 
to 
(J) 

I: 
(J) 
U 
c: 
(J) 
0' 
'-
(J) 

> 

0.06 

0.05 

0.04 

0.03 

0.02 

RequIred # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

1 
2 
3 
4 
5 
6 
7 
8 

1 1 
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CPU = 121.413 seconds 

Convergence 
Measure 

.057 

.041 

.047 

.039 

.039 

.022 

.015 

.015 

.005 

c: 

~ 
0 

U 0.01 

0.00 
1 2 :3 4 5 6 7 8 9 10 11 

Outer I te~t ion # 

Fig. 3.2.3.17 
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Network #3 (The Texas Network) - SO 

Opt1ons Closed 
Maximum # of Internal Iterat10ns =2 

Tab 1 e 3.2.3.20 

Outer 
Iteration # 

Required # 

of Internal 
Iterations 

Sum of Internal 
Iterations 

1 2 2 
2 2 4 
3 2 6 
4 2 8 
5 2 10 
6 2 12 
7 2 14 
8 2 16 
9 1 17 

(l;t 0.10 
'- 0.09 ::J 
en 
~ 0.08 
(l;t 

I: 0.07 
(l;t 

0.06 0 
C 
(l;t 0.05 
0" 
'- 0.04 
(l;t 

> 0.03 C 
0 0.02 U 

0.01 

0.00 
1 2 3 4 5 6 7 

Outer Iteration # 

Fig. 3.2.3.18 

CPU = 180.609 seconds 

8 

Convergence 
Measure 

.093 

.060 

.029 

.022 

.016 

.019 

.010 

.009 

.005 

9 



Network #3(The Texas Network) - SO 
Optlons Closed 

Maximum # of Internal Iterations =3 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 
6 

~ 
:::J 
(I) 
(IJ 

G> 
L 
G) 
U 
c 
G> 
C\ 
'-
G> 
> 
C 
0 

U 

0.14 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 
1 

Required # 

of Internal 
Iterations 

3 
3 
3 
3 
3 
1 

2 

Table 3.2.3.21 

3 

Sum oJ Internal 
Iterat10ns 

3 
6 
9 

12 
15 
16 

4 

Outer IteNition # 

Fig. 3.2.3.19 
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CPU = 169.986 seconds 

5 

Convergence 
Measure 

.133 

.063 

.068 

.028 

.019 

.004 

6 
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Network #3 (The Texas l'Jetwork) - SO 

Opt 10ns Closed 

Maximum # of Internal Iterations =4 

Outer 
Iteration # 

1 
2 
3 
4 
5 
6 

Q) 
L 
~ 
00 ., 
Q) 

I: 
Q) 
0 
C 
Q) 

~ 
Q) 

> 
C 
0 

U 

0.16 

0.14 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 
1 

Required # 

of Internal 
Iterations 

4 
4 
4 
4 
3 
1 

2 

Table 3.2.3.22 

3 

Sum of Internal 
Iterations 

4 
8 

12 
16 
19 
20 

4 

Outer I te~t ion # 

Fig. 3.2.3.20 

CPU =209. 1 03 seconds 

5 

Convergence 
Measure 

.141 

.063 

.073 

.023 

.014 

.002 

6 



Network *'3 (The Texas Network) - SO 
Opt 10ns Closed 
Maximum *' of Internal Iterat10ns =5 

Outer 
Iterat10n # 

1 
2 
3 
4 
5 
6 

~ 
0.16 

;::, 0.14 en 
to 
GJ 0.12 
I: 
tU 0.10 
(J 
c: 
GJ 0.08 

E' 
0,06 tU 

> c: 0.04 0 
U 

0.02 

0.00 
1 

Required # 

of Internal 
Iterations 

5 
5 
5 
2 
2 
1 

2 

Table 3.2.3.23 

3 

Sum of Internal 
Iterat10ns 

5 
10 
15 
17 
19 
20 

4 

Outer I terat ion # 

Fig. 3.2.3.21 

5 
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CPU =209.528 seconds 

Convergence 
Measure 

.153 

.059 
,081 
.012 
.011 
.002 

6 
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Table 3.2.3.24 - Summary of results for Network 3 
(The Texas Network) 
System Opt1mum - Opt10ns Closed 

Max1mum CPU - Time Total Number of Internal 
Number 0 (Seconds) Iterations required for 
Internal Convergence 
Iteration 

253.871 27 

2 356.381 39 

3 403.483 44 

4 324.542 35 

5 469.369 51 
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3.3 Summary of Results 

The first important observation is that convergence was reached in all 

tests conducted, on all networks and for both traffic assignment rules. As 

mentioned in Chapter two, the diagonalization algorithm is not based on a 

mathematical programming formulation, but rather on an iterative process, 

where if convergence is achieved, the solution is the equilibrium flow 

pattern in the network. The necessary conditions for the algorithm to 

converge are not yet established; however, some authors have provided rather 

restrictive sufficient conditions which, if met, guarantee that the algorithm 

will converge. (Dafermos, 1982). The basic condition is that the link 

performance functions need to be such that the travel cost of one class 

depends mainly on the load of that class on the link. However, this 

condition is not likely to hold in the case of cars and trucks sharing the 

same right of way. Despite the fact that this condition is not met in this 

study, convergence was achieved in all tests, thereby confirming the 

applicability of this algorithm in applications involving asymmetric 

interactions between cars and trucks on highway links. 

The second major objective of this study was to examine possible 

shortcuts of the algorithm. The results show that considerable savings can 

be achieved by adopting some streamlining techniques. In most of the test 

results, using a maximum number of internal iterations of I, 2 or 3, required 

much less computational effort than the original algorithm, as shown in the 

summary tables, presented hereafter. Tables 3.3.1 and 3.3.2 refer to the 

User Equilibrium assignment and tables 3.3.3 and 3.3.4 refer to the system 

optimum assignment rules. In tables 3.3.1 and 3.3.3, the performance of each 

of the maximum number of internal iterations for each test is ranked, with 

the best ranked first. Additionally, in parentheses, the difference between 

the total number of (internal) iterations required for convergence (for each 

maximum allowable number of iterations) and the optimum (minimum) total 

number of internal iterations obtained for each test is given. Tables 3.3.2 

and 3.3.4 present the frequencies of the rank order position that each 

maximum allowable number of internal iterations was placed over all the 

conducted tests. Since the tests for the large Texas Network (Network 3) 

were carried only from 1 to 5 maximum allowable number of internal 

iterations, their results are considered separately from the tests performed 

on Networks 1 and 2, their corresponding frequencies are given in 
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parentheses. 

The basic conclusion of table 3.3.2, pertaining to the UE results is 

that out of nine tests conducted on Networks 1 and 2, using a maximum number 

of 2 internal iterations performed best five times, using 3 performed best 

twice while using 6 and 1 performed best once respectively. For the two 

tests conducted for the large Texas network, using a maximum number of 1 and 

2 internal iterations, performed best once each. It can further be observed 

that using a maximum number of one internal iteration was ranked second six 

times, with a corresponding deviation from the "best" ranging from 1 to 8 

total iterations. Overall, it can be observed that using a maximum of only 

1, 2 or 3 internal iterations, yielded results that were ranked in the first 

three positions in most of the test cases. When not ranked best, the 

deviation (in terms of the total number of iterations) from the "best" 

strategy when using a maximum of two internal iterations ranged from 1 to 26 

iterations; similarly, the deviation ranged from 5 to 53 iterations when 

using a maximum of three internal iterations. The deviations of 26 and 53 

were observed in only one experiment. Excluding that experiment, the maximum 

deviations observed were 17 and 25 for the 2 and 3 maximum numbers of 

internal iterations, respectively. In general, for the higher maximum number 

of internal iterations tested, namely from 4 to 10, a range of difference 

from the best of 8 to 80 iterations was observed; further details can be 

found in Table 3.3.1. Similar results were observed for the SO assignment, 

though only 3 tests were conducted for the first two networks and two for 

Network 3. Combining all tests together for both the UE and the SO rules it 

can still be observed that using a maximum of 2 internal iterations performed 

best in most of the cases, followed by 1 and 3. 

It can further be observed that although a maximum number of internal 

ite:t:ations was specified, internal convergence was attained with a lower 

(than that maximum) number of internal iterations after the first few 

corresponding outer iterations. However, clear patterns were evident in that 

regard with different results for the various tests. By examining the 

convergence measure versus the number of outer iterations, it can be seen 

that the shape of the curves is different. In some cases, especially for the 

lower values of the maximum number of internal iterations, a divergence 

pattern was observed in the first few iterations. This was followed by a 
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sudden drop toward the convergence target, followed by a long tail until 

convergence was reached. This general shape, consisting of a sudden drop, 

followed by a long tail, was the general characteristic of all the tests 

performed. It can also be noted that those curves are not smooth, and some 

"flip-flopping" is observed until convergence is reached. 

Another factor that was tested in these experiments is the effect of 

different capacity levels (l.OC, 0.8C, O.SC, 4.0C) which effectively 

determine the level of congestion in the network, on the performance of the 

algorithm. This was tested only on Network 2, for the User Equilibrium 

assignment rule only. In the first experiment, where exclusive lane options 

were open, the number of total iterations required at level of capacity 4.0C 

(i.e. very low congestion levels) was significantly higher than that required 

for the other three levels, where no significant differences were observed. 

For levels of capacity 1.OC, 0.8C and O.SC, a maximum difference of 11 total 

iterations was observed between these levels for any given maximum number of 

internal iterations. However, out of the ten tests, eight at the 4.0C 

capacity level exhibited differences (in the number of internal iterations) 

ranging between 28 and 69 iterations relative to the other three capacity 

levels. A somewhat contradictory result was observed for the second 

experiment (no additional lanes open) where the 4.0C capacity level performed 

better than the other three in all ten tests (Table 3.2.2. 2 ). Additional 

experiments may be needed to further examine this aspect. 

This algorithm was tested on a COC 6600 computer, and the CPU time was 

recorded for each test. The CPU time is directly related to the total 

number of internal iterations. The corresponding relationships are presented 

in table 3.3.5. For all tests, there is a perfect linear relationship 

between the CPU time versus the number of internal iterations. Each 

iteration involves solving a shortest path problem for all 0-0 pairs, 

determining the current move size using the bisection line-search method, and 

updating the flows. Therefore, the more 0-0 pairs and the larger the network 

(with regard to number of links and nodes), the higher will be the cost per 

iteration. This can be seen in the results from each test network. A marked 

difference between Network 3 and the other two networks can be noted in these 

results. The cost per iteration for the UE in Network 3 is 7.508 seconds (TM 

time), whereas for Networks 1 and 2, it is .292 and .533 respectively. This 

is to be expected given the considerably larger size of Network 3 (the Texas 
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Network). 

While the CPU per iteration was higher for the larger Texas Network, the 

total number of iterations required for this network was not significantly 

different from network 2, the reduced abstracted version of the Texas 

Network. The maximum difference observed between the two networks for the UE 

was 12 iterations for the case where additional exclusive lanes were closed 

and 8 iterations when they were open. A larger difference was observed for 

the System Optimal assignment, where maximum difference of 36 iterations was 

observed for the case where the exclusive lane options were open, with 

Network 3 converging faster than Network 2. 

Another observation is that in all tests, the CPU time per iteration for 

the System Optimal (SO) assignment rule was higher than the corresponding 

value for the UE assignment. This is due to the more complicated link 

functions derived (Appendix A) to adapt the algorithm for solving the SO 

problems. 

In conclusion, it was demonstrated that considerable savings can be 

achieved by using short cut techniques for the diagonalization algorithm. 

The so-called "streamlined" version of the algorithm, which uses only 1 

internal iteration, as first suggested by Sheffi(1984), was shown to perform 

better than the unmodified algorithm and some of the other shortcut values 

tested. However, it was not uniformly the best streamlining strategy. In 

the tests reported in this study, using a maximum number of two internal 

iterations performed best in most cases. It is difficult to predict a priori 

which one will perform better in a particular situation. For the Texas study 

of truck facilities in the highway network, a maximum value of 2 internal 

iterations is recommended. This study is concluded in Chapter 4, where a 

summary of the overall work is given, followed by the conclusions and 

recommendations. 



User Equ j 1 j brl urn 

Table 3.3.1 - Rank order position of maximum number of internal iterations and relative 
difference of the total number of internal iterations from the best one 
performed (given in parenthesis) 

Maximum Network 1 Network 2 Network 3 
Number of Options Open Options Closed Options Options 
Internal 
Iterations 1.OC .8C .SC 4.0C 1.0C .8C .SC 4.0C ODen Closed 

1 HO) 2( 0 2(2) 2( 0 7(56) 2(8) 2(8) 2(7) 3(6) HO) 2(7) 

2 2( 12) HO) 1(0) 4(8) 3(26) HO) 1(0) HO) 2(0 2(7) HO) 

3 3(21 ) 5(9) 3(5) HO) 5(53) 3( 15) 3(9) 3( 17) HO) 4(10) 3(17) 

4 5(30) 8(13) 7( 14) 3(6) 2(2) 4(25) 4(13) 4( 18) 6(21 ) 3(8) 5(22) 

5 4(29) 3(6) 6( 13) 4(8) 6(53) 6(31 ) 5(25) 7(34) 4(8) 5( 12) 4(20) 

6 6(46) 5(9) 4(9) 5(9) 1(0) 8(36) 5(25) 10(51) 5( 12) 

7 7(55) 7( 11 ) 8( 15) 7(13) 10(72) 7(34) 6(29) 6(25) 4(8) 

8 8(66) 6( 10) 5( 11) 7( 13) 4(42) 5(26) 8(46) 5(24) 4(8) 

9 9(78) 9( 15) 9( 16) 6(11) 9(62) 7(34) 7(39) 8(42) 4(8) 

10 10(80) 4(8) 7( 13) 7( 13) 8(58) 9(46) 9(48) 9(45) 4(8) 

~ 

N 
~ 
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User Equ111br1um 

Table 3.3.2- Frequencies of rank order position for each maximum 
number of internal iterations with respect to the 
performance of each in all tests (the corresponding 
results for Network 3 are given in parenthesis) 

Maximum 
number Rank order position (from 1 to 10) 
of Internal 
Iterations 1 2 3 4 5 6 7 8 9 10 

1 ( 1) 1 (1)5 2 1 
2 (1)6 (1 )2 1 
3 1 1 (1)5 (1) 1 1 
4 1 ( 1 ) 3 (1)3 1 1 2 1 2 
5 2 (1) 1 ( 1 ) 1 4 3 
6 1 3 1 2 1 1 
7 1 1 1 4 1 2 2 
8 1 1 1 2 1 1 
9 4 3 

10 1 1 1 



System Opt1mum 

Table l.l.l - Rank order position of maximum number of 1nternal 
iterations and relative difference of the total 
number of internal iterations from the best one 
perfomed (given in parenthesis) 

Maximum Network 1 Network 2 Network 3 
Number Options Options Options Options 
of Inter. . Open Closed Open .. Closed 
Iterations 

1 2( 10) 1 O( 19) 2(2) 1(0) 1(0) 
2 1(0) 4(5) HO) 3(6) 3(12) 
3 3(20) 5(6) 3( 1 0) 2(5) 4( 17) 
4 5(45) 8( 15) 4(13) 4(3) 2(8) 
5 4(36) 9( t7) 7( 19) 4(3) 5(24) 
6 6(48) 3(4) 8(21 ) 
7 7(67) 2( 1) 5( 15) 
8 8( 108) 6(10) 6( 17) 
9 9( 122) 1(0) 9(25) 

to 10(150) 7(13) 10(48) 

123 
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System OpUmum 

Table 3.3.4 - Frequencies of rank order position for each maximum 
number of internal iterations with respect to the 
performance of each 'in all tests (the corresponding 
results for Network 3 are given in parenthesis) 

Max'imum 
number Rank order position (from 1 to 10) 
of internal 
iterations 1 2 3 4 5 6 7 8 9 10 

1 (2) 2 1 
2 2 (1) ( 1 ) 1 
3 (2) 2 1 
4 1 (1) ( 1) 1 ( 1) 1 
5 1 1 (1) (1) 

6 1 2 
7 1 1 1 
8 1 1 1 1 
9 1 1 

10 2 
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Table 3.3.5 - CPU Vs ITERATION 

CPU= D + b*llERA liON 

(UE) 
(SO) 

CPU 
CPU = 

.847 t .292*1 TER r= 1.00 

.924 + .420*ITER r= 1.00 NET 1 

(UE) 1.0C CPU = 1.435 + .S33*ITER r= 1.00 
(UE) 0.8C CPU = 1.268 + .547*ITER r=.993 
(UE) 0.5C CPU = 1.564 + .527*ITER r= 1.00 NET 2 

(UE) 4.0C CPU = 1.490 + .526*ITER r= 1.00 Options 

(SO) 1.0C CPU :; 1.326 + .760*ITER r= 1.00 Open 

(UE) 1.0C CPU = 1.443 + .497*ITER r= 1.00 
(UE) 0.8C CPU = 1.465 + .497*ITER r= 1.00 NET2 
(UE) 0.5C CPU = 1.496 + .497*ITER r= 1.00 Opt1ons 
(UE) 4.0C CPU = 1.181 + .498*ITER r= 1.00 Closed 
(SO) 1.0C CPU = 1.792 + .679*ITER r= 1.00 

(UE) CPU "" 15.384 + 7.508*ITER r= 1.00 Opt1ons 
(SO) CPU "" 13.943 + 9.773*ITER r= 1.00 Open 

NET J 
(UE) CPU = 26.258 T 6.443*ITER r= 1.00 Options 
(SO) CPU "" 1 0.578 + 8.953*ITER r= 1.00 Closed 





CHAPTER 4 CONCLUSIONS AND RECOMMENDATIONS 

4.1 Summary of Conclusions 

The basic objective of this study was to investigate the applicability 

of the diagonalization algorithm for network assignment with asymmetric 
1 

interactions between vehicle classes to the analysis and design of truck-

related highway improvements in a statewide network. In particular, it was 

intended to test whether this algorithm would converge to the desired 

solution in this type of application, as well as to determine shortcut 

strategies that would enhance its efficiency and reduce its computational 

requirements. These questions were investigated for both the User 

Equilibrium and the System Optimum rules of traffic assignment in three 

networks. 

The algorithm was implemented in the form of two computer programs, 

developed for the UE and SO assignment rules, respectively. The algorithm 

was tested on three networks, including a medium-sized abstraction of the 

Texas network (network 2), developed for extensive testing purposes, as well 

as a detailed full-scale Texas network (network 3). The necessary input for 

each network, mainly the 0-0 matrices for both cars and trucks, were 

developed, as well as information on each link's characteristics. This study 

was conducted in conjunction with the development of an overall design and 

analysis methodology (Kahmassani et. al., 1985) for the assessment and 

evaluation of truck lane needs and improvements in the Texas highway network. 

An accomplishment of this study was the special structure devised to 

represent different types of link improvements. This representation can 

handle not only lane additions to existing links, but also more general 

improvements consisting of capacity expansion jointly with operational 

strategies in terms of lane access restrictions to either class of vehicles. 

As such, one can analyze the effect of exclusive truck lanes, exclusive car 

lanes, shared-use lanes, as well as lane use restrictions effecting certain 

truck categories. The interaction between the two vehicle classes was 

handled through a modification of the BPR curves, as described in Section 

3.1. 

The results of the tests performed in this study indicated that 

127 
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convergence was achieved in all cases, confirming the algorithm's 

appropriateness for this type of application. This is an encouraging result, 

since the convergence of the algorithm is not guaranteed, as discussed in 

Chapter two. Also tested was a streamlined version (Section 2.1) of the 

algorithm, as suggested by Sheffi (1984). In addition, a more general 

streamlining strategy was devised, consisting of varying the maximum 

allowable number of internal iterations in the algorithm from 1 to 10. The 

tests conducted revealed that for the type of application context under 

consideration the use of a maximum number of two internal iterations 

performed best in most of the cases addressed. Using one internal iteration 

(Sheffi's proposal) followed, consistently ranking as the second best in most 

tests, and the best in some. In general, it is not recommended to allow more 

than four internal iterations given their poor performance observed in almost 

all tests. 

Overall, the results are quite positive, since the algorithm performed 

well on a large highway network. Using the special structure devised, it can 

be implemented to determine flows on the Texas network for both vehicle 

classes, and to further examine the effects of different improvement options. 

As mentioned earlier, both the UE and SO assignment rules were tested. While 

the user equilibrium principle is recognized as more realistic in terms of 

describing individual route choice behavior, thereby making it a more 

appropriate descriptive tool than the system optimal model, the latter is 

quite important because of its role in network design models, where it is 

used to provide a lower bound for the minimum travel time. 

4.2 Limitations and Recommendations for Further Research 

This study focused on implementing the diagonalization algorithm to 

networks where two classes of users are operating. Therefore the link 

performance functions modified for this purpose take into account only two 

vehicle classes: passenger cars vs. trucks. A natural extension would be to 

explicitly define different truck classes. The principal difficulty in this 

regard is empirical, requiring data for calibration. It should be noted in 

this regard that the functions used in this study were developed based on 

engineering considerations, and intended principally for testing the 

algorithm; as such, they are to be used with caution, and should not be 

considered as final observationally-based functions. Future implementation 
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of the algorithm for actual policy and engineering studies would require 

actual observations of traffic interactions of the different vehicle classes 

in the traffic stream. Preliminary efforts in this direction are underway in 

a Center for Transportation Research study aimed at calibrating travel cost 

functions, which explicitly recognize different classes of vehicles, using 

available national data collected by FHWA. However, it would be highly 

desirable to systematically develop such travel cost functions for different 

link types in the Texas Network or any other network for which it is intended 

to apply the algorithm. 

Another important element is the development of the O-D matrix for the 

preliminary Texas Network. As noted, the one used in this study was intended 

mostly for methodological development and testing, and not for direct policy 

and planning decisions. Additional research is needed to develop more 

detailed and representative origin-destination patterns for passenger cars, 

commodity flows and truck movement. Some algorithmic approaches have been 

suggested in the literature for the development of O-D matrices. 

Modifications of these methods for adaptation to the objectives of a 

particular application may be usefu1. Coupled with improved travel cost 

functions, the procedures developed and tested in this study can provide a 

valuable tool to obtain the distribution of both truck and passenger car 

flows (or other different classes that the traffic stream might be divided 

into) on the highway links. 

Although the algorithm performed well on the tests conducted it should 

be noted that further improvements can be implemented. Both programs 

developed can be improved for more efficiency, and the design structure of 

the network can also be improved. Although the computational time required 

for the algorithm to converge seems to be rather encouraging, its use within 

a formal network design optimal improvement search technique could be a 

burden, given the need for repeated application of the assignment algorithm 

(Mahmassani et. a1., 1985). 

This study was entirely focused on the diagona1ization algorithm for 

solving for the User Equilibrium assignment problem with asymmetric link 

interactions. As noted in the introduction, another approach proposed in the 

literature is the so-called projection method. This method can also be 

implemented and compared to the results of this study. This will provide a 

more complete analysis of deterministic algorithmic approaches for solving 
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the user equilibrium assignment problem. In addition, one can introduce 

stochastic elements in this problem; however, operationally viable approaches 

to solve such a problem remain in their infancy at this stage. 
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In this appendix, a brief description of the User Equilibrium and System 

Optimum programs is given. Listings of the computer programs are included in 

Appendix C. A description of the input data variables is given in Appendix 

B. 

A.1. The User Equilibrium Computer Program 

The diagona1ization algorithm was presented in Chapter two along with 

the basic steps of the Frank-Wolfe algorithm, which is a method for solving 

problem [2.1.11 of STEP 1 of the algorithm. This iterative procedure is 

followed in this computer program. 

The iterative process is taking place in subroutine UED, where all 

intermediate steps needed for the application of the convex combinations 

algorithm are called from the appropriate subprograms. 

The initialization STEP 0 takes place from DO LOOP 27 to DO LOOP 29. 

All paths at first from all origins to all destinations are assigned the 

value of zero. Then all the flows on the links are also initialized to zero 

by calling subroutine AONUED. This is achieved with DO LOOP 10 of subroutine 

AONUED. In addition, DO LOOP 10 assigns all the parameters needed to 

calculate the travel cost of each link, which is also calculated there. 

Subroutine AONUED then calls subroutine SHPUED, which calculates the shortest 

path between an origin and a destination. This is continued iteratively to 

cover all origins and destinations. Then subroutine AONUED continues to 

identify all links which are included in each shortest path. Finally, an 

all-or-nothing assignment takes place, by assigning the demand of an O-D pair 

on the links that are included in the shortest path. The above procedure 

takes place in DO LOOP 20, ending STEP ° yielding a feasible link-flow 

pattern vector XO. 

The next step, STEP 1, involves solving problem [2.1.1], also called the 

diagona1ization step. STEP 1 and STEP 2 are included in DO LOOP 11 in 

subroutine UED. Using the link-flow vector xO subroutine AONUED is called, 

which updates the travel cost on each link based on the new link flows, and 

again performs an an-or-nothing assignment yielding a set of (auxiliary) 

flows yn. Then subroutine BISUED is called where the move size an is 

determined, which then is used to update the link flows. 

Subroutine BISUED uses the bisection method to find the scalar an which 

minimizes the objective function shown in STEP 3 of the streamlined version 

of the algorithm. Then the updated flows are checked for convergence; the 
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process is continued iteratively until internal convergence is achieved, or a 

prespecified number of iterations is reached. This yields a link-flow vector 

Xl. This process is controlled under DO LOOP 14. 

Next, STEP 2 of the diagonalization algorithm is performed by checking 

the convergence criterion, comparing the closeness of the link-flow vector Xl 

with XO. If convergence is not achieved, then the process is continued 

iteratively under DO LOOP 11 until convergence is achieved or a maximum 

number of outer iterations is reached. 

The printout of information generated in the intermediate iterations, as 

specified by the model user, is controlled by calling subroutine DUMPUED. A 

description of the printed output is given hereafter. 

First, an "echo check" on the number of O-D pairs is given. Second, the 

convergence criterion required in STEP 2 of the diagonalization algorithm is 

printed, followed by the internal convergence criterion required in STEP 1 of 

the diagonalization algorithm. The fourth item printed is accuracy of the 

move size used in subroutine BISUED, followed by the maximum number of 

allowable internal iterations. All the above items are initially specified 

by the model user to control the execution of the program. 

The second category of information consists of the series of 

intermediate iteration outputs as specified in the input data through the 

variable DMP. These intermediate outputs contain the following information. 

1. The current iteration number 

2. The number of required internal iterations 

3. The convergence measure level 

4. The passenger car travel time 

5. The truck travel time 

When convergence is achieved or the maximum number of outer iterations 

is reached, the auto-link flows and truck-link flows are printed. Also the 

volume to capacity ratio is given for each link as well as the percent of 

trucks, the total AADT and the link identification number. In this output, 

only the highway links are presented. The centroid connectors and the access 

and egress links are not printed. If it is desired to print the link flows 

in the intermediate outputs, then the following line should be deleted from 

subroutine DUMPUED: 

IF (CONV. GT. EPS) RETURN 
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In the next section, the modifications needed for the System Optimum program 

are presented. 

A.2 The System Optimum Program 

This program follows the same procedure discussed in the User 

Equilibrium program. The basic difference lies in the specification of the 

link travel cost functions. The User Equilibrium uses the actual travel cost 

functions, while the System Optimum uses the modified marginal "travel cost" 

functions as derived in Chapter 2, given by expression [2.2.7]. The form of 

these modified functions, derived for the particular actual travel cost 

functions used in this study, is given hereafter. 

As presented in Chapter 3, the actual travel cost functions have the 

following form: 

[ Al (XaA • XaT t] + E 
teA (XaA ,XaT) = to 1.0+ 

C 
a 

taT (XaA,XaT) ~ to [1.0 + A2 (XaA +c: XaT) B2] 

The modified functions for the SO program then are as follows: 
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+ taA (XaA , XaT ) • XaA • 
1 1 + 

XaA + E • X
aT 

. BI=T 

+ taT (XaA , XaT ) • X
aT 

1 E • B2-1 XaA + E • XaT 

This expression is used in subprogram FUNCTION COSTFN. This is the only 

substantial change from the User Equilibrium program. Some minor changes 

which might be observed do not affect any of the steps of the diagonalization 

algori thm. The output has the same form as that used in the User 

Equilibrium. A listing of the two computer programs is included in Appendix 

C. Program UETRDIA refers to the UE computer program and program SOTRDIA 

refers to the SO computer program. A sample of the output is also included 

in Appendix C. 
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In this appendix, a small network is generated in order to provide an 

illustration of the required data needed for running the programs described 

in Appendix A. In addition to this, a description is given, (in connection 

with the network design methodology) of the network structure chosen to 

represent the different options that the proposed model can handle. In 

section B-1 a listing of the input data for Network 2 is given. In Section 

B.2 a description of the data base development of Network 3 (the large Texas 

Network), is also provided. Following, the network inputs are described. 

A graph representation of the example network is shown in Fig. (B -1) . 

The origins and destinations (centroids) are represented by a square whereas 

nodes where no flow is generated or destinated to, and which serve as link 

start and end nodes, are represented by a circle. As mentioned previously, 

the traffic stream is divided into passenger cars and trucks. In Fig. (B-1) 

numbers 1 to 12 represent the passenger car network, whereas the truck 

network, which is a replica of it, is denoted by numbers 13 to 24. Note that 

these two networks are a conceptual representation of the common physical 

highway network shared by the two vehicle classes. 

Nodes 1, 2 and 3 represent the origins of the passenger cars and nodes 

4, 5 and 6 represent the destination. Links 1-7, 2-9, and 3-11 represent the 

centroid connectors for passenger cars. Links 4-7, 5-9, 6-11 and 7-4, 9-5, 

11-6 represent the access and egress links of the passenger car network 

respectively. Links 7-9, 9-11, 11-7 and 9-7, 11-9, 9-7 represent the 

physical links of the network. Links 7-9, 9-10, 7-12 and 8-7, 10-9, 12-7 

represent dummy links which act in an on and off operation by assigning a 

zero or very high cost respectively, thus traffic is either allowed to enter, 

or not to enter this link. Links 8-9, 10-11, 11-12 and 9-8, 11-10-12-11 

represent improvements of the physical links in form of a lane addition. The 

truck network follows the same structure, with the corresponding numbering as 

listed below. 

Origins: 13, 14, 15 

Destinations: 16, 17, 18 

Physical links: 19-21, 21-19, 21-23, 23-21, 23-19, 19-23 

Dummy links: 19-20, 20-19, 21-22, 22-21, 19-24, 24-19 

Improvement links: 20-21, 21-20, 22-23, 23-22, 23-24, 24-23 
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For the network design purposes, the following link numbering is used: 

Physical links (cars): 1,2,3 in one direction 

Physical links (trucks): 10,11,12 in one direction 

Physical links (cars): 19,20,21 in opposite direction 

Physical links (trucks): 28,29,30 in opposite direction 

Dummy links (cars): 4,5,6, in one direction 

Dummy links (trucks): 13,14,15 in one direction 

Dummy links (cars): 22,23,24 in opposite direction 

Dummy links (trucks): 31,32,33 in opposite direction 

Improvement links (cars): 7,8,9 in one direction 

Improvement links (trucks): 16,17,18 in one direction 

Improvement links (cars): 25,26,27, in opposite direction 

Improvement links (trucks): 34, 35, 36 in opposite direction 

Under the above description of the network, the following options of 

link improvements can be achieved: 

Option 1: Open a new lane for both cars and trucks. Assign zero cost to both 

car and truck dummy links. 

Option 2: Open an exclusive lane for cars. Assign a zero cost to the dummy 

link for cars and a very high cost to the dummy link for trucks. 

Option 3: Open an exclusive lane for trucks. Assign a very high cost to the 

dummy link for cars and a zero cost to the dummy link for trucks. 

Option 4: Divide the truck and car traffic. Assign a high cost to the 

physical links for both car and truck links, and assign a zero cost 

to the dummy links of both classes. 

Option 5: Restrict cars from using some lanes of the road. Assign a high 

cost to the car physical link and assign a zero cost to both dummy 

links for cars and trucks respectively. 

Option 6: Restrict trucks from using some lanes of the road. Repeat same 

policy of option 5 in the reverse form. 

It should be noted that the capacity of the links to be improved, 

employing any form of the above mentioned options, should change accordingly. 

Also, any combination of the options can be used in the network model design. 

Following, the input data are given for the sample network as they appear 

in the User Equilibrium and System Optimum Programs, presented in Appendix A. 

READ INTI, EPS, CCINTI, ACCBIS 

where 
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INTI is the maximum number of internal interations; used in subroutine 

UED, referring to STEP 1 of the diagonalization algorithm. 

1. 

EPS is the convergence criterion, referring to STEP 2 of the algorithm 

CCINTI is the convergence criterion used as a measure for solving STEP 

ACCBIS is the accuracy of the move size, used in subroutine BISUED 

calculated in STEP 1 of the algorithm. 

The measure used for both EPS and CCINTI is the following: 

< EPS or CCINT!. Vi 

where x~+l and X~ denote the updated flows on link i of iteration (n + 

1) and the flow of iteration (n) respectively, and 

A represents the total number of links. 

In this study INTI ranged from 1 to 10 iterations, EPS and CCINTI had a 

value of .005 respectively and ACCBIS had a value of .00005. 

READ NARC, NCENT, NNODA, NNODT, NOD, NDMP 

where NARC is the total number of arcs 

NCENT is the number of centroids 

NNODA is the number of passenger car nodes plus one 

NNODT is the total number of nodes plus one 

NOD is the number of O-D pairs 

NDMP is the number of printed iterations for the output. 

For the sample network the above variables have the following values. 

NARC - NCENT x 3x2 + 9x4 - 54 

NCENT - 3 

NNODA - 12+1 13 

NNODT - 24+1 25 

NOD - 2x6 - 12 

NDMP - any number of intermediate iterations one wishes to have 

on the output 



READ ALP(I). BET(I). ALP1(I). E(I) 

where 

ALP is the a parameter in the travel cost values 

BET is the b parameter in the travel cost function. 

ALP1 is used for the single class User Equilibrium program; not 

needed in this study. 

E is the passenger car equivalent parameter used in the travel 

cost functions. 

READ DMP(I) 

where DMP is an array of the intermediate iterations one wishes to be 

printed in the output. The maximum number is controlled by NDMP. 

READ TOO(I). L(I). C(I). UEL(I). TYP(I). T(I). LINK(I). RL(I) 

where 
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TOO(I) is the end node of each link. The start node of each link. 

The start node of each link is represented by a forward star array j. 

An example is given below using the sample network. 

Start Node End Node 

Cars Trucks Cars Trucks Forward Star 

1 13 7 19 1 
2 14 9 21 2 
3 15 11 23 3 
4 16 7 19 4 
5 17 9 21 5 
6 18 11 23 6 
7 19 4 16 7 
7 19 8 20 12 
7 19 9 21 14 
7 19 11 23 19 
7 19 12 24 21 
8 20 7 19 26 
8 20 9 21 28 
9 21 7 19 29 
9 21 8 20 30 
9 21 5 17 31 
9 21 10 22 32 
9 21 11 12 33 

10 22 9 21 34 
10 22 11 23 39 
11 23 10 24 41 
11 23 9 21 46 
11 23 6 18 48 
11 23 12 24 53 
11 23 7 19 55 
12 24 7 19 
12 24 11 23 
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It should be noted here that the order in which the car node end 

array is set should be followed symmetrically with the corresponding truck 

node end. The forward star array always starts with number one. The start 

nodes should be followed sequentially. If a number is missing from the 

sequence, then the last number that was calculated in the forward star array 

appears one more time. If many numbers are missing in sequence, then the 

last number appears as many times as the sum of the missing numbers and the 

forward star continues to calculate all the remaining start nodes. Taking 

the forward star array, one should be able to extract the end nodes that 

correspond to the start nodes of all links of the network. This is achieved 

by subtracting two sequential numbers of the forward star vector, where their 

difference corresponds to the number of links the start node is connected to. 

If the difference is zero then that particular start node is not included in 

the network. The last number of the forward star vector should be the number 

of links plus one. 

READ 

where 

L(I) is the link length array 

C(I) is the link capacity array 

VEL(I) is the free flow speed 

TYP(I) is the I value which corresponds to the ALP(I), BET(I) and 

E(I) arrays for each link. This value is a function of the capacity 

of the link and the free flow speed. 

T(I) is a zero-one variable which controls the interaction between 

cars and trucks. If there is an interaction then both car and truck 

links have a value of one. If there is no interaction then the truck 

link takes the value of zero. T(I) appears in the cost functions. 

LINK(I) is the array of the numbers assigned to each link as 

explained earlier. 

RL(I) is an array which takes the value of zero, one and a very high 

value, assigning no cost, the travel cost or a very high cost 

respectively to each link as desired. 

TOO(I), AMT(I) 

TOO(I) is the array of the destinations of the 0-0 matrix AMT(I) is 

the demand for each 0-0 pair. 
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READ ODLK(I) 

where ODLK(I) is the forward star array of the origins of the O-D matrix. 

READ FS(I) 

where FS(I) is the forward star array of the start node of the links as 

given in the example earlier. 

The input data of network 2 are listed hereafter. 
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A major task of this study was to test the diagonalization algorithm on 

a large scale network, in view of its applicability to analyze truck-related 

improvements to the Texas highway network. The development of the database 

needed to perform the traffic assignment using the diagonalization algorithm, 

as modified for two classes of users, is described below. 

The first step in the development of the database was to represent the 

Texas highway system in network form. The road segments are represented with 

links whereas the intersection of road segments are represented with nodes. 

The sources of attractions (destinations) and productions (origins) are 

represented with centroid nodes, which serve both as origins and 

destinations. The link characteristics were identified and coded, and an O-D 

(origin-destination) matrix was generated for each class to test the 

algorithm. 

Since the test was concerned with trucks, a separate class of users, in 

addition to passenger cars, the network developed had to include those links 

where truck traffic would be considered significant either presently or in 

the future. Thus as a first basis, links were included in the network if 

they experienced truck traffic in excess of 200 maximum hourly flow. This 

information was obtained from the HPMS (Highway Performance Monitoring 

System) data files for the year 1982. Additional information on the 

methodology for obtaining these data can be found in Mahmassani et. al. 

(1985). The following information could also be identified from the HPMS 

data file: speed limit, number of lanes, route number, route classification 

(freeway, rural arterial, urban arterial) and the HPMS highway section. In 

addition, several other links were included in the network, either to ensure 

connectivity or because they were judged to be potentially significant for 

future route shifting. 

Having identified the appropriate highway sections to be included, the 

next step involved specifying the link in the corresponding network 

representation. It is desirable for such a link to comprise sections 

exhibiting the same basic characteristics, mainly: speed limit, number of 

lanes, and route classification. In most cases, a link was defined as the 

highway segment between two nodes; a node was defined at the intersection 

between two highways or at the point where the characteristics of a given 

highway segment were changing. It should be noted that some of the links 

ultimately specified are not homogenous throughout their length, meaning that 
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the characteristics mentioned above are not the same for all highway sections 

comprising the link. In those cases, the most critical sections governed the 

characteristics of the link. The primary reason for not breaking the link 

into several component links was concern for the size of the network and the 

interest to simplify non-essential detail. Having specified the links and 

nodes of the network, the length of each link was measured. It should be 

noted here that the HPMS links are not the same with the ones developed. A 

link of the developed network may include several HPMS links or it may be 

part of an HPMS link. The length was measured using a set of detailed 

highway maps which included the section identification number. 

The resulting network was completed by including the dummy nodes and 

links and the auxiliary links necessary for the representation of link 

improvements in terms of capacity expansion (lane addition) and/or lane 

access restrictions to either of the two vehicle classes. A more detailed 

description of the representation of the link improvements was given earlier. 

The last step involved the development of the 0-0 matrix for each of the 

two classes under consideration, the passenger car 0-0 matrix and the truck 

0-0 matrix. A total of 14 centroids of trip attractions and productions, for 

both user classes, were defined, corresponding to the maj or urban areas in 

Texas. It can be noted that this matrix provides a rather coarse aggregation 

that may not accurately convey the detailed spatial patterns of productions 

and attractions that generate Texas highway traffic. Therefore, it is not 

intended in its current form for accurate forecasting in the context of 

policy planning decisions. Future studies can develop more accurate and 

detailed 0-0 matrices for the two maj or vehicle classes of vehicles in the 

traffic stream, and the diagonalization algorithm can be used to distribute 

the flows, permitting the comparison of the resulting flows with observed 

flows. At this stage, the developed 0-0 matrices were intended to test the 

diagonalization algorithm on a large network. 
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& .DOS .DOS 
33& 14 &S 129 3&4 

.000 1.10 .000 4.0 

.731 3.&& .151 4.0 

.&13 3.S .13& 4.0 

.811 4.46 .1&1 4.0 
• &Q S. 1& . 111 4.0 
1. IS 4.42 .212 4.0 
.&2 3.&S .133 4.0 
.&7 4.Q4 .112 4.0 
.&2 S.14 .101 4.0 
1.03 S.S2 .158 4.0 
.&& S.~ .1~ 4.0 
.54 S.79.(8) 4.0 
1.0 &.S9. 133 4.0 
.88 4.~ .148 4.0 
.11 S.34 .121 4.0 
1. IS &.87 .146 4.0 
1.20 7.00 .140 4.0 
1 
2 
3 
4 
S 
& 
7 
8 

30 
&0 
80 
gg 
29 1.010000.25. 1 1 
33 1.010000.25. 1 1 
as 1.010000.25. 1 1 
3; 1.010000.25. 1 1 
41 1. 010000.25. 1 1 
37 1.010000.25. 1 1 
4S 1.010000.25. 1 1 
47 1.010000.25. 1 1 
51 1.010000.25. 1 1 
49 1.010000.25. 1 1 
55 1.010000.25. 1 1 
S7 1.010000.15. f 1 
59 1.010000.25. 1 1 
61 1.010000.25. 1 1 
29 1.010000.25. 1 1 
33 1.010000.25. 1 1 
3S 1.010000.25. 1 1 
ag 1.010000.25. 1 1 
41 1.010000.25. 1 1 
37 1.010000.25. 1 1 
4S 1.010000.25. 1 1 
47 1.010000.25. 1 1 
S1 1.010000.25. 1 1 
49 1.010000.25. 1 1 
55 1.010000.25. 1 1 

.OOOS 
12 

o 1.E+OO 
o LE+OO 
o I.E+OO 
o I.E+OO 
o f.E+OO 
o I.E+OO 
o f.E+OO 
o l.E+OO 
o 1.E+OO 
o f.E+OO 
o l.E+OO 
o l.E+OO 
o f.E+OO 
o f.E+OO 
o I.E+OO 
o f.E+OO 
o l.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 
o f.E+OO 



57 1.010000.25. 1 1 0 
S 1.010000.25. 1 1 0 
&1 1.010000.25. 1 1 0 
15 1.010000.25. 1 1 0 
30 1.010000.25. 1 1 22 
31170. 4OOO.SS.14 1 1 
2Iil 1. 010000 . 25 • 1 1 148 
31170. 2OOO.SS.1& 1 43 
30170. 2OOO.SS.1& 1 1W 
~170. 4OOO.SS.14 1 127 
32 1.010000.25. 1 1 23 
33115. 4OOO.SS.14 1 2 
S93Q0. 4OOO.SS.14 1 21 
M3OO. 2OOO.SS.1& 1 &3 
31 1.010000.25. 1 1 140 
3311S. 2OOO.SS.1& 1 44 
32115. 2OOO.SS.1& 1 170 
3ll1S. 4OOO.SS.14 1 128 
1& 1.010000.25. 1 1 0 
34 1.010000.25. 1 1 24 
351045. 4OOO.SS.14 1 3 
36 1.010000.25. 1 1 25 
373S0. 4OOO.SS.14 1 4 
33 1.010000.25. 1 1 1SO 
351045. 2OOO.SS.1& 1 045 
331045. 4OOO.SS.14 1 1~ 
3414S. 2OOO.SS.1& 1 171 
17 1.010000.25. 1 1 0 
38 1.010000.25. 1 1 26 
30120. 4OOO.SS.14 1 5 
33 1.010000.25. 1 1 lS1 
373S0. 2OOO.SS.1& 1 46 
333Sl. 4000. SS. 14 1 130 
363S0. 2OOO.SS.1& 1 172 
3036S. 4OOO.SS.14 1 & 
~. 2OOO.SS.1& 1 48 
41 SO. 4000.SS.14 1 7 
42 1.010000.25. 1 1 28 
20 1.010000.25. 1 1 0 
44 1.010000.25. 1 1 ~ 
4S18S. 4OOO.SS.14 1 8 
43 1.010000.25. 1 1 31 
471SO. 4OOO.SS.14 1 10 
52 1.010000.25. 1 1 33 
49240. 4OOO.SS.14 1 12 
&3 1.010000.25. 1 1 41 
&1200. 4OOO.SS.14 1 20 
as 1.010000.25. 1 1 152 
30120. 2OOO.SS.16 1 47 
35120. 4OOO.SS.14 1 131 
38120. 2OOO.SS.1& 1 173 
18 1.010000.25. 1 1 0 
40 1.010000.25. 1 1 27 
373&S. 4OOO.SS.14 1 132 
30 1.010000.25. 1 1 153 
373&S. &OOO.SS.1& 1 174 
10 1.010000.25. 1 1 0 

1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
l.E-2O 
1.E+OO 
l.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
l.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
l.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
l.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
l.E+OO 
1.E-2O 
l.E+OO 
l.E-2O 
1.E+OO 
1.E-2O 
l.E+OO 
l.E-2O 
l.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
l.E-2O 
l.E+OO 
l.E-2Q 
1.E+OO 
l.E+OO 
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42 SO. 2000.55.1& 1 4c) 
37 SO. 4OOO.SS.14 1 133 
41 SO. 2OOO.SS.1& 1 17S 
37 1.010000.25. 1 1 154 
37 1.010000.25. 1 1 157 
471SO. 2OOO.SS.1& 1 52 
37 1.010000.25. 1 1 1S5 
4S185. 2OOO.SS.1& 1 SO 
37185. 4OOO.SS.14 1 134 
44185. 2OOO.SS.1& 1 17& 
21 1.010000.25. 1 1 0 
4& 1.010000.25. 1 1 30 
47 70. 4OOO.SS.14 1 C) 
4S 1.010000.25. 1 1 156 
47 70. 2OOO.SS.1& 1 ~1 
4& 70. 2OOO.SS.1& 1 171 
4S 70. 4OOO.SS.14 1 135 
371SO. 4OOO.SS.14 1 1. 
431SO. 2OOO.SS.1& 1 178 
22 1.010000.25. 1 1 0 
48 1.010000.25. 1 1 32 
4C)22S. 4OOO.SS.14 1 11 
47 1.010000.25. 1 1 159 
4C)22S. 2000. SS. 1& 1 ~ 
48225. 2OOO.SS.1& 1 17C) 
47225. 4OOO.SS.14 1 137 
S2240. 2000. SS. 1& 1 54 
31240. 4OOO.SS.14 1 138 
53 1.010000.25. 1 1 37 
& 11&0. 4000.55. 14 1 1& 
&2 1.010000.25. 1 1 • 
S92OO. 4000. SS. 14 t 1!S 
55210. 4000.55. 14 1 14 
54 1.010000.25. 1 1 35 
24 1.010000.25. 1 1 0 
~1 as. 4000.55.14 1 13 
SO 1.010000.25. 1 1 34 
4c) 1.010000.25. 1 1 1&0 
~1 85. 2000.55. 1& 1 SS 
SO 85. 2000.55.1& 1 181 
4c) as. 4OOO.SS.14 1 1Sf) 
23 1.010000.25. 1 1 0 
37 1.010000.25. 1 1 1~ 
49240. 2OOO.SS.1& 1 180 
4c) 1.010000.25. 1 1 1&3 
&11&0. 2OOO.SS.1& 1 59 
4c) 1.010000.25. 1 1 1&1 
!SS210. 2OOO.SS.1& 1 58 
25 1. 010000.25. 1 1 0 
4C)210. 4000 . SS. 14 1 140 
54210. 2OOO.SS.1& 1 182 
59 1.010000.25. 1 1 Sf) 
!sc)14~. 4OOO.SS.14 1 18 
58 1.010000.25. 1 1 40 
571SS. 8OOO.SS.14 1 lc) 
SS 1.010000.25. 111M 
571SS. 2OOO.SS.1& 1 &1 

1.E+OO 
l.E+OO 
l.E+OO 
l.E-20 
1.E-20 
l.E+OO 
1.E-20 
1.E+OO 
1.E+OO 
l.E+OO 
l.E+OO 
1.E-20 
1.E+OO 
1.E-2Q 
1.E+OO 
l.E+OO 
l.E+OO 
l.E+OO 
1.E+OO 
1.E+OO 
1.E-20 
l.E+OO 
1.E-20 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
l.E-20 
l.E+OO 
l.E-20 
1.E+OO 
1.E+OO 
1.E-20 
1.E+OO 
l.E+OO 
l.E-20 
l.E-2Q 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
1.E-20 
1.E+OO 
1.E-20 
1.E+OO 
1.E-20 
l.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-20 
1.E+OO 
l.E-20 
1.E+OO 
l.E-20 
1.E+OO 



26 1.0 10000. 2S. 1 1 0 
S61SS. 2OOO.SS.1& 1 187 
SS1SS. eooo.SS.14 1 14S 
SS 1.010000.2S. 1 1 1&S 
S914S. 2OOO.SS.1& 1 &0 
S814S. 2OOO.SS.1& 1 18& 
SS14S. 4OOO.SS.14 1 144 
27 1. 0 10000.2S. 1 1 0 
64 1.010000.2S. 1 1 42 
31:NO. 4OOO.SS.14 1 147 
&0 1.010000.2S. 1 1 38 
61 80. 4OOO.SS.14 1 17 
&2200. 2OOO.SS.1& 1 S7 
49200. 4OOO.SS.14 1 141 
S9 1.010000.2S. 1 1 164 
&1 80. 2OOO.SS.1& 1 S9 
S9 80. 4OOO.SS.14 1 143 
&0 80. 2OOO.SS.1& 1 1as 
28 1.010000.2S. 1 1 0 
37200. 4000. SS. 14 1 14& 
63200. 2000. SS. 1& 1 &2 
S31&O. 2OOO.SS.1& 1 184 
4Q1&O. 4OOO.SS.14 1 142 
4Q 1.01oooo.2S. 1 1 1&2 
SQ2OO. 2OOO.SS.16 1 183 
37 1. 0 10000. 2S. 1 1 1&7 
61200. 2OOO.SS.1& 1 188 
31:NO. 2OOO.SS.16 1 1ag 
S9 1. 0 10000. 2S. 1 1 1&8 
93 1.010000.2S. 1 1 0 
Q7 1. 010000. 2S. 1 1 0 
QQ 1.01oooo.2S. 1 1 0 

103 1.0 10000. 2S. 1 1 0 
10S 1.01oooo.2S. 1 1 0 
101 1. 0 10000. 2S. 1 1 0 
10Q 1. 0 1oooo.2S. 1 1 0 
111 1. 0 10000. 2S. 1 1 0 
11S 1. 0 10000. 2S. 1 1 0 
113 1. 010000. 2S. 1 1 0 
11Q 1. 0 10000. 2S. 1 1 0 
121 1. 0 10000. 2S. 1 1 0 
123 1.01oooo.2S. 1 1 0 
12S 1.0 10000. 2S. 1 1 0 
93 1.0 10000. 2S. 1 1 0 
Q7 1.01oooo.2S. 1 1 0 
QQ 1.0 10000. 2S. 1 1 0 

103 1.01oooo.2S. 1 1 0 
10S 1. 0 10000.2S. 1 1 0 
101 1. 0 10000. 2S. 1 1 0 
10Q 1. 0 10000. 2S. 1 1 0 
111 1.0 10000. 2S. 1 1 0 
11S 1.010000.2S. 1 1 0 
113 1. 0 10000. 2S. 1 1 0 
11Q 1.01oooo.2S. 1 1 0 
121 1.01oooo.2S. 1 1 0 
123 1.01oooo.2S. 1 1 0 
12S 1.01oooo.2S. 1 1 0 

1.E+OO 
1.E+OO 
l.E+OO 
1.E-20 
1.E+OO 
l.E+oo 
1.E+OO 
1.E+OO 
1.E-20 
1.E+OO 
1.E-20 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-20 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+00 
1.E+OO 
1.E-20 
l.E+OO 
1.E-20 
l.E+OO 
1.E+OO 
1.E-20 
l.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
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19 1.010000.25. 1 1 0 
94 1.010000.25. 1 0 8S 
QS170. «IOO.SS. IS 1 &4 
Q3 1.010000.25. 1 0 211 
QS170. looo.SS.17 0 10& 
94170. 1ooo.SS.17 0 232 
Q3170. 4OOO.55.1S 1 lQO 
Q& 1.010000.25. 1 0 ee 
9711S. 4OOO.SS. IS 1 &S 

1233QO. 4OOO.SS. IS 1 84 
128390. 1000. SS. 17 0 120 
QS 1.010000.25. 1 0 212 
9711S. looo.SS.17 0 107 
Q&11S. looo.SS.17 0 233 
QSl1S. 4OOO.SS. IS 1 191 
80 1.010000.25. 1 0 0 
98 1.010000.25. 1 0 87 
QQ1045. 4OOO.SS. IS 1 tl6 

100 1.010000.25. 1 0 88 
101 •. 4OOO.SS. IS 1 &7 
97 1.010000.25. 1 0 213 
QQI45. looo.SS.17 0 108 
97145. 4000.55. IS 1 192 
981045. looo.SS.17 0 234 
81 1.010000.25. 1 0 0 

102 1.010000.25. 1 0 8Q 
103120. 4OOO.SS. IS 1 &8 
97 1.010000.25. 1 0 214 
101.. looo.SS.17 0 109 
973S0. 4OOO.SS. IS 1 lQ3 

lOO3SO. l000.SS.17 0 23'S 
1033&S. 4000. SS. IS 1 &9 
1043&$. 1000. SS. 17 0 111 
105 ~. 4OOO.SS. IS 1 70 
10& 1.010000.25. 1 0 91 
84 1.010000.25. 1 0 0 

109 1.010000.25. 1 0 92 
IOGI8S. «IOO.SS. IS 1 71 
107 1.010000.25. 1 0 94 
111150. 4OOO.SS.1S 1 73 
116 1.010000.25. 1 0 9& 
113240. «100. SS. IS 1 7S 
127 1.010000.25. 1 0 104 
125200. 4000. SS. IS 1 83 
QQ 1.010000.25. 1 0 21S 

103120. 1000. SS. 17 0 110 
QQ12O. 4OOO.SS. IS 1 194 

102120. 1000. SS. 17 0 236 
82 1.010000.25. 1 0 0 

104 1.010000.25. 1 0 QO 
1013&5. 4OOO.SS. IS 1 lQS 
103 1.010000.25. 1 0 216 
101365. 1000. SS. 17 0 237 
83 1.010000.25. 1 0 0 

106 SO. l000.SS.17 0 112 
101 ~. 4OOO.SS. IS 1 lQ& 
103~. looo.SS.17 0 238 

I.E+OO 
I.E-2O 
l.E+OO 
1.E-2O 
I.E+OO 
l.E+OO 
l.E+OO 
I.E-2O 
I.E+OO 
I.E+OO 
I.E+OO 
I.E-2O 
I.E+OO 
I.E+OO 
I.E+OO 
I.E+OO 
I.E-2O 
I.E+OO 
l.E-2O 
I.E+OO 
l.E-2O 
l.E+OO 
l.E+OO 
l.E+OO 
l.E+OO 
1.E-2O 
l.E+OO 
l.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
I.E+OO 
1.E+OO 
I.E+OO 
I.E-2O 
I.E+OO 
I.E-2O 
l.E+OO 
l.E-2O 
I.E+OO 
l.E-2O 
1.E+OO 
1.E-2O 
I.E+OO 
l.E-2O 
I.E+OO 
I.E+OO 
I.E+OO 
I.E+OO 
I.E-2O 
I.E+OO 
1.E-2O 
l.E+OO 
I.E+OO 
l.E+OO 
I.E+OO 
l.E+OO 



101 1.010000.~. 1 0 217 
101 1.010000.~. 1 0 220 
l111SO. 10lXUSS.17 0 l1S 
101 1.010000.~. 1 0 218 
log las. 1000. SS. 17 0 113 
tOttas. 4OOO.SS.1S 1 1~7 
lOBtas. 1000. SS. t7 0 230 
as 1.010000.~. 1 0 0 

110 1.0tOOOO.~. 1 0 is 
111 70. 4OOO.SS.1S 1 72 
log 1.010000.~. 1 0 21~ 
111 70. looo.SS.17 0 114 
110 70. looo.SS.17 0 240 
log 70. 4OOO.SS.1S 1 1. 
10 USO. 4000. SS. lS 1 19Q 
1071SO. looo.SS.17 0 241 
8& 1.010000.~. 1 0 0 

112 1.010000.~. 1 0 OS 
11322S. 4OOO.SS.1S 1 74 
111 1.010000.2S. 1 0 221 
11322S. looo.SS.17 0 11& 
112m. looo.SS.17 0 242 
11122S. 4OOO.SS.1S 1 200 
11&240. looo.SS.17 0 117 
101240. 4OOO.SS.1S 1 201 
117 1.010000.~. 1 0 100 
12S1&O. 4OOO.SS. IS 1 N 
12& 1.010000.2S. 1 0 9Q 
123200. 4OOO.SS.1S 1 78 
l1Ul0. 4OOO.SS.1S 1 77 
118 1.010000.2S. 1 0 • 
88 1.010000.2S. 1 0 0 

l1S as. 4OOO.SS.1S 1 7& 
114 1.010000.2S. 1 0 ~7 
t13 1.010000.2S. 1 0 223 
tlS as. 1000. SS. 17 0 118 
114 as. looo.SS.17 0 244 
1 13~. l000.SS.1S 1 202 
87 1.010000.2S. 1 0 0 

101 1.010000.2S. 1 0 222 
113240. l000.SS.17 0 243 
113 1. 0 10000. 2S. 1 0 22& 
12S1&O. l000.SS.17 0 121 
113 1.010000.2S. 1 0 224 
11al0. looo.SS.17 0 11~ 
89 1.010000.~. 1 0 0 

113210. 4OOO.SS.1S 1 203 
118210. 1000.SS. 17 0 24S 
122 1.010000.2S. 1 0 102 
12314S. 4OOO.SS.1S 1 81 
120 1.01oooo.2S. 1 0 103 
1211SS. 8OOO.SS.1S 1 82 
11~ 1. 0 10000. 2S. 1 0 229 
1211SS. 1000.SS.17 0 124 
~ 1.010000.2S. 1 0 0 

1201SS. 1ooo.SS.17 0 2SO 
11~1SS. 8OOO.SS.1S 1 208 

1.E-2O 
l.E-2O 
l.E+OO 
1.E-2O 
1.E+OO 
l.E+OO 
l.E+OO 
l.E+OO 
1.E-2O 
l.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E+00 
1.E+OO 
1.E+OO 
l.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
l.E+OO 
1.E-2O 
l.E+OO 
l.E+OO 
1.E-2O 
1.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
1.E+OO 
1.E-2O 
1.E+OO 
1.E-2O 
l.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
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119 1. 010000. 2S. 1 0 228 
123145. 1000.55. 17 0 123 
12214~. 1000.55. 17 0 249 
119145. 4000.55. 1~ 1 207 
91 1.01oooo.2S. 1 0 0 

128 1.01oooo.2S. 1 0 1~ 
gsg). 4000.55. 1~ 1 221 

124 1.010000.25. 1 0 101 
12S 80. 4000.55. 1~ 1 80 
12&200. 1000.55. 17 0 120 
113200. 4000.55. 1~ 1 204 
123 1.0 10000. 2S. 1 0 227 
12S 80. 1000.55. 17 0 122 
123 80. 4000.55. 1~ 1 20& 
124 80. 1000.55.17 0 248 
92 1.0 10000. 2S. 1 0 0 

101200. 4OOO.55.1S 1 2()g 
127200. 1000.55.17 0 125 
117180. 1000.55.170247 
113180. 4000.55. 1~ 1 20S 
113 1. 010000. 2S. 1 0 22S 
123200. 1000.55. 17 0 246 
101 1.01oooo.2S. 1 0 230 
125200. 1000.55.17 0 251 
9S3ClO. 1000.55.17 0 2S2 

123 1.0 10000. 2S. 1 0 231 
16&2S. 
173S1. 
18190. 
19 37. 
201508. 
21 28. 
22 28. 
23 28. 
241SOO. 
2S11~. 
26 7&. 
2~. 
28281. 
1se2S. 
17781. 
18347. 
19 &3. 
202302. 
21 40. 
22 40. 
23 20. 
24838. 
2S1~. 
26 64. 
27S00. 
28190. 
1S3S1. 
1G781. 
18781. 
19 40. 
201207. 

1.E-2O 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
l.E-2O 
1.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
l.E+OO 
1.E-2O 
1.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E+OO 
l.E+OO 
1.E+OO 
1.E-20 
1.E+OO 
1.E-2O 
l.E+OO 
1.E+OO 
l.E-20 



21 20. 
22 28. 
23 16. 
24615. 
2S 4G. 
26 as. 
27301. 
28156. 
15190. 
16347. 
17781. 
lG 63. 
202302. 
21 40. 
22 40. 
23 20. 
24838. 
2S 40. 
26 35. 
27301. 
28115. 
15 37. 
1~ 63. 
17 40. 
1863. 
2(KIe(X). 
21 80. 
22 80. 
23 20. 
243000. 
2S 40. 
26 48. 
27400. 
28280. 
151S08. 
162302. 
171207. 
182302. 
lRMXl. 
212414. 
22170. 
231072. 
~. 
251QOO. 
261200. 
273000. 
283000. 
15 28. 
16 40. 
1720. 
18 40. 
lG 80. 
202414. 
22320. 
23 20. 
24800. 
25 40. 
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26 20. 
27 ,eo. 
28'00. 
13 28. 
1& 40. 
17 28. 
18 40. 
lQ 80. 
20170. 
21320. 
23 33. 
241000. 
23 eo. 
26 28. 
27230. 
28130. 
IS 28. 
1& 20. 
17 1&. 
18 20. 
IQ 20. 
201072. 
21 201. 
22 33. 
248000. 
23100. 
26 30. 
27400. 
28280. 
131!500. 
UII38. 
17&13. 
18838. 
IQ3000. 
2oeooo. 
21800. 
221000. 
238000. 
231000. 
261000. 
273000. 
28&000. 
13115. 
1&103. 
174Q. 
18 4Q. 
lQ 40. 
201QOO. 
21 40. 
22 eo. 
23100. 
241000. 
26QOO. 
277000. 
281400. 
1S 7&. 
1& M. 



17 35. 
18 3S. 
1928. 
201200. 
21 20. 
22 28. 
23 5). 
241000. 
2SB. 
271200. 
283S0. 
1~. 
1&500. 
17301. 
18301. 
1~. 
203000. 
211&0. 
222Sl. 
23400. 
243000. 
251000. 
2&1200. 
288000. 
15281. 
1&UIO. 
171s&. 
1811:5. 
11)280. 
203000. 
21100. 
22 5). 
23280. 
24&000. 
251400. 
2&3SO. 
273000. 
800. 
810. 
820. 
830. 
840. 
8:51. 
8&0. 
870. 
880. 
ego. 
a. 
g11. 
~. 
'NO. 
810. 
830. 
830. 
840. 
m. 
8&246. 
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870. 
880. 
800. 
900. 
010. 
020. 
-m. 
810. 
821ga. 
830. 
840. 
a50. 
8M2. 
870. 
880. 
800. 
900. 
010. 
020. 
-m. 
810. 
811ga. 
8387. 
84221. 
a50. 
86"H. 
872S. 
88110. 
800. 
9032. 
014. 
9210. 
700. 
810. 
810. 
8287. 
&40. 
a50. 
8&0. 
870. 
880. 
800. 
goo. 
010. 
020. 
'm. 
800. 
810. 
82221. 
830. 
8S329. 
8603. 
87100. 
88340. 
80472. 
900. 
1:U26. 



Q277. 
791. 
800. 
810. 
820. 
830. 
84m. 
860. 
870. 
882&g. 
8QeO. 
go71. 
g1ee. 
Q21~. 
7QS. 
~. 
8142. 
8274. 
830. 
84Q3. 
aso. 
87136. 
8831&. 
ago. 
aD. 
g10. 
Q2S. 
790. 
800. 
810. 
~. 
830. 
841OQ. 
aso. 
8&13&. 
882SQ9. 
ago. 
goo. 
gl23. 
Q2S2. 
790. 
800. 
810. 
82110. 
830. 
84340. 
~. 
8&31&. 
87259Q. 
8Q2Q. 
O. 
glO6. 
921&S. 
790. 
800. 
810. 
820. 
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830. 
84472. 
eseo. 
&eO. 
870. 
8829. 
goo. 
9160. 
920. 
'm. 
800. 
810. 
8232. 
830. 
840. 
8571. 
eGtIO. 
870. 
880. 
890. 
9128. 
920. 
791. 
800. 
810. 
124. 
830. 
8420. 
8S&8. 
860. 
8723. 
86. 
89&9. 
9028. 
92271. 
793. 
800. 
810. 
8210. 
830. 
8477. 
8~m5. 
865. 
8152. 
881M. 
890. 
goo. 
91271. 

1 
1. 
27 
40 
53 
e& 
79 
92 

105 



118 
131 
144 
IS'? 
170 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
183 
196 
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170 

20Q 
222 
23S 
248 
261 
274 
287 
300 
313 
326 
33Q 
3S2 
365 

1 
2 
3 
4 
S 
6 
7 
8 
g 

10 
11 
12 
13 
14 
1S 
16 
17 
18 
19 
2D 
21 
22 
23 
24 
2S 
26 
27 
28 
~ 
32 
34-
40 
42 
4g 
S1 
56 
sa 
73 
7S 
80 
82 
85 
87 
8D 



gl 
g& 
ge 

105 
107 
120 
122 
1~ 
127 
12Q 
131 
138 
140 
143 
145 
1~ 
156 
163 
1&S 
167 
1M 
170 
171 
172 
173 
1~ 
17S 
176 
177 
118 
179 
180 
181 
182 
183 
184 
las 
186 
187 
lSS 
lag 
19o 
19l 
1~ 
1~ 
1~ 
19s 
19& 
197 
200 
202 
208 
210 
217 
21g 
~ 
226 

171 
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241 
243 
248 
2SO 
2S3 
ZSS 
2S1 
2S 
2&4 
2M 
273 
27S 
288 
2gQ 

2m 
295 
a1 -306 
308 
311 
313 
322 
324 
331 
333 
33S 
331 
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PROCMI IEIlIlI A( I tFUT , OUTPUT, TTY, TAPE 1-1 tFUT, TAPE4-OUTPUT , 
$TAPES-TTY ) 

C€I'I1(J1 IElf'II 1'Fl1, Ufl'1 ,EPS, cc nfl' I, fCCB I S 
etn'Dt/COtMJUfI,.lElP, tIIIC, L. tIC, FIfI)T, UCRT, TFIlP 
CtItDI If'fCOT I TOO, L, C ,1JEl, FL, COST, T ,It. 
cotOt IOJ)T I 111), fin 
CMOt /FST I FS 
CtItDIJCD..1 (11..1( 
a:not /'II'PDT I lOP, IJIP 
etrIOt /fI.BET I fI.P, BET, fI.P " TYP, E 
FIEfI.. L(4OQO), C( 4OQO) I VEL (4OQO), FL (4OQO), COST (4OQO), FtIT (SOO), 

*TITLE(2Q),ALP(17),BET(17),ALP1(17),E(17),RL(4OQO), 
$1'FltP(4OQO), fRJT( 4OQO), UCRT( 4OQO), EPS I CC I HT', fCCB IS, tFll (4OQO) 

Ufl'EOER TOO(4OQO) I TOO( 4OQO), FS(2002) 1(11..1(80 1 ) ,1JIP(50) I TYP( 4OQO), 
$T(4OQO),LltIC(4OQO) 
READ(1,l06)IHTI,EPS,CCIHTI,fCCBIS 

106 FORMRT(12,3Fl0.S) 
AEfI)( " 108) tIIIC, taHT, I'tIIW\ ,It'tODT , HOD, lOP 

108 FlRftT(614) 
00 2& 1-1, 17 
READ( 1, 10~U fI.P( I ),BET<I ),fl.P1( I ),E<I ) 

lOQ FlRftT(4FS. 3) 
2& COfTltIE 

WRITE(SI·~(l)I8ET(l),E(l) 
"'ITE(4,1) 

1 F(RIU(T2O, 'USER BlJILIBRllI'I ASSIGtIEHT - PSU') 
DO 20 1-',tOP 
READ(',"') QMP(I) 

111 F(RIU(12) 
20 aIfT I tIE 

DO 21 l-l,fIR: 
REfI)(1, 100) TOO(l ),L( I ),C( I )1 VEL ( I ), TW( 1)1 T( I >,L ItI« I ),fLU ) 

100 FOAHAT(14,F5. l,F6. 1,F3.0,212,14,E7.0) 
21 alfTUlJE 

"'ITE(S,·)TOO(tIIIC),L(fIR:),C(tIIIC),UEL(HARC),TYP(tIIIC),T(HARC),lltl«tIIIC) 
,AL(tIIIC) 

"'ITE(4,7) 10) 
7 FCR1AT(' • (E 00 PAIRS .' ,16) 

IF (10).£0.0) 00 TO 10 
DO 22 1-1,10) 
READ(l, 101) TOO(I),FtIT(I) 

101 FCI'IIU( 14,F8.0) 
22 aIfT I tIE 

tOfT 1-r«:etT +ttOlA 
DO 23 1-1,tOfT1 
READ( 1,102) CDJ( I) 

102 FCRtAT ( 14 ) 
23 C(IfT I tIE 

DO 24 '-l,fftJOT 
READ( " 102) FS( I) 

24 WtTltIE 
'" I TE (5 , • )fftJOT, tDf1'1 
WRITE(S,·~(tOfT1) 

10 "'ITE(4,Q) EPS,CCIHTI ,fCCBIS, nfl'1 
9 FORI'ftT( I' COttJEfWlEI'U CRI TER nit .' ,F7 .4/ 
• • I HTEfIR. COttJEfWlEI'U .', F7 . 4/ 



c 

$ ACClIftCY OF I'DJE SIZE -', E 18. g/ 
$ I ttTERtR. I1£MTI OHS -' I 14) 

I F (til) .1£ .0) Cfl.l lED(tItCIlA, tlQ)T, til) I tt::EItT, 1 TER, I TER I H ) 
SllF 
EtI) 

Sl8fDJT I J£ l£D(tItCIlA I rtOlT ,I'Ol, tIEtT, ITER, 1 TER I H) 
COI'IDI 1fWt/ 11FLI, IHTI,EPS,CCIHTI,ACCBIS 
allOt Ir«:DT I TOO, L, C, VEL, FL, COST, T, fL 
COI'IDI J(DlT / TOO, fI1T 
COI'IDI IIIFDT I t01P,lJP 
COI'IDI IFST I FS 
COI'IDI f(O./ OOI.J( 
COI'IDI /fI.SET I fI.P, BET, fI.P 1, lVP, E 
COI'IDIIaJM 1UfI,.t£lP, 1'fIAC, L lit(, fIfI)T , UCRT, TIIP 
REAl. L<40(0), C(4000) , UEL(4000), FL(4000) ,COST(4000), fI1T(SOO) 

·,I1FL(4000),fI.P(17),BET(17),ALP1(17),E(17) 
$,fL(4000), TIIP(4000),fIfI)T(4000),UCRT(4000),EPS,11FL1 (4000 ),CCIHT I,ACCBIS 

I HTEOER TOO(4000), TOO(4000) , FS(2002), 00I.J(80 1 ) ,IJP(SO) , lVP(4000) , 
$T(4000),LIIt(4000),IHTI 

DO 30 1-1,1'fIAC 
30 I1FLI (I >-0. 

CFLL fOt.EI)(FL ,I'tIOOA, rtOlT ,I'Ol, tIEtT ) 
DO 29 1-1,f1FR: 
I1FLI (I >-FLO ) 

29 aJIT I tI.E 
FOBJ-O 
ct:HJ-2. *EPS 
URITE(5,.~IHITIALIZRTI0H COMPLETED 
1TER-1 
ITOT-G 
ITERIH-1 
Jill 
CFLL 0tJFlED( ITER, I TER I H, CO'tU, F .... J I TOT ,EPS J rtIlDR, f'tCEHT) 
DO 11 I-ITER,SO 
ITER = I 
DO 14 11=1,IHTI 
ITERIH-11 
CFLL fOt.EI)(rtFL} I'tIOOA ,1'IfODT ,1'Ol, I"ICEHT ) 
CALL B 19UED(I1FL) 
CO'tUI-eJ. 
DO 13 HI=l,1'fIAC 
XHI=ABS(I1FL(HI~I(HI» 
IF(XHI.EQ.O. )GO TO 13 
OIIlJtFl(HI) 
IF(OI.EQ.O. )0 1-tt='L I (HI) 
CO'tU 1-cottU I + Xlt! ID I 
I1FLI (HI )Iffi.(HI ) 

13 COHT I tI.E 
CO'tU 1-aJ«J I/FLOAT (f1FR:) 
IF(COfJI. LT .CC IHT 1)00 TO 15 

14 COHT 1fI.E 
1S CMJ-O. 

ITOT-ITOT+ ITERIH 
F(8JaO. 
DO 20 H-1,fIK 
XH-ABS(HFL(H~(H» 
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IF (XN.EQ.O.) GO TO 20 
o-tFL(tD 
IF (O.EQ.O.) o-Fl(H) 
COtf..I-c(HJ+XNID 
FUH>-tR(H) 

20 C(ItT I tIE 
~IFLOAT(HMC) 
IF(CMI.LT .EPS) GO TO 12 
IF( ITER.EQ.25) GO TO 12 
IF(IlI'F(J).EQ. ITER) GO TO 22 
GO TO 11 

22 CFLL Dl.I'Ft.£D( ITER, I TER I H, CfHJ, F(BJ, I TOT, EPS, tttODA, HCEHT ) 
J-J+1 

11 C(IfT I tIE 
12 CFLL 1XI'F1£D( ITER, ITERIH,CfHJ,F(BJ, ITOT,EPS,I'IOlA,HCEIfT) 

RETUFIf 
Ell) 

SUBFnJT I tIE fOIJED(tIFL, tttODA, rttODT, tIJO, HCEt1T > 
COtI01 1ff£fJT I TOO, L, C, UEL, FL, COST, T, FL 
CCJttOtI IfJIAI tFLI, I HT I ,EPS, CC I HT I ,ACCBI S 

C(JI1()ti !(D)T I TOO, FItfT 
COtI01 IFST I FS 
C(JI1()ti IOIl.I OIIJ( 
COtI01 /fl.SET I ALP, BET, fl.P 1, TYP, E 
COtI01IC0114 1VfLlEl..P , tIfIIC, L I tII(, FIfIDT, IJCRT, TRl.P 
REfl. l( 40(0), C( 40(0), UEL(4000) ,FL(4000), COST ( 40(0) ,FItfT (500) 

·,HFL(4000),SP(2001),ALP(17),BET(17),ALP1(17),E(17) 
$,FL(4000),fR)T(4000), UCRT(4000), TFI.P(4000),EPS,tlFLl (4000),CC IHTI ,ACCBIS 

IHTEGEA TOO(4000), TOO(4000>,FS(2002),CIU(801 ),PflEO(2001 ), 
$TYP(4000>,T(4000),LIHK(4000),IHTI 
"" I TE (5, .)401£HTER fHH1 
DO 10 H= 1, tIfIIC 
A1=FLP(TYP(H» 
B 1-BET (TYPO'l» 
E1-E(TYPOf» 
IF(tI.LE . rll'Cl2 > TI£tI 

ELSE 

K=tIARC/2+fi 
tIFL(tI>-O 
tFL(K>-O 
C1=C(tI) 
C2=C(K) 
FLA=tFL I (H) 
FLT-FL(K) 
T1=T(H) 
T2-T(K) 

K-ti-tlKI2 
HFL<K>-O 
tIFL (ti ):a() 
C1-t(K) 
C2-C(H) 
FLA=FL(K) 
FL T-tFL I (tI) 
T2-T(K) 
T1=T(H) 



e 

EttlIF 
10 COST(t1 >-TRCOST(L<t1) ,el, C2,UEL(t1) ,FLA,FL T ,Al,Bl, E I, T I, T2, Fl.(t1» 

11-1 
twt-l 
1Ck-t«::Et1T 
ttIT<IiIIfHIDA 
GO TO 2 

3 I I aft .. 
ttt1A=t.1Dl 
ICkIllflfOClA+tt:: -1 
ttIT-ttmT 

2 DO 20 1-II,1Ck 
11-UUC(1) 
12-oDl.K( 1+1 )-1 
IF (I LOT .12) 00 TO 20 
CfI..l SI-Ff.JED( I, PFIED, SP, ""', ttIT ) 
DO 30 K-Il, 12 
J-TOO(I() 

eo Jl==PFIED(J) 
IF (Jl.EQ.O) GO TO 30 
t11-FS(JD 
tt2=FS(J 1+ 1 )-1 
DO 40 tt-t11, t12 
IF (TOO(t1).EQ.J) 00 TO s) 

40 COttT 1 tt.E 
s) t1FL(t1>-t1FL(t1>+MT(IO 

J-Jl 
00 TO eo 

30 COttT I tt.E 
20 am I tt.E 

IF( ILEQ. 1) 00 TO 3 
.... 1 TE(!5, * >4Off..EAUE A-O-H 
AEl\FItt 
Ell) 

SlIIIOJT I t£ 81 SlE[)(t1FL) 
anot 1Et'It/ t1FLI, IttTl,EPS,CClttTl,FKDIS 
COttIOtt/COt14 JVfIJ.EtF' , ttfIIC, L I t1I<, AfIlT I VCRT, TFl.F 
cc:nDI /ARCDT / TOO, L, e, UEL, FL, COST, T, Fl. 

CMO'I /FST / FS 
COI"IOI /fL8ET I FI.P I BET, FI.P I, TYP, E 
REAL L(4000), e(4OOO), UEL(4OOO) , FL (4000) ,COST (4000), t1FL(4000), 

$ALP(17),BET(17),Fl.PI(17),E(17),Fl.(4OOO), 
~(4000),AfIlT(4000)/VCRT(4000),EPS,t1FLI(4000)ICClttTl,FKDIS 

It1TEGER TOO(4000),FS(20Q2),TYP(4OOO),T(4OOO),Llt1I«4OOO),lttTl 
,..., TE(5, * >4Ot£t1TER B I SlED 
AI'tI-o 
fIIX-l 

10 ff'I)I(fIIX +fIIO 12 
IF «fIU-Atl1>.LE.FKDIS) 00 TO 20 
0-0 
DO 30 t1-1,tflRCl2 
X 1-t1FL I (t1 )+(t1FL (t1 )-t1FL I (tf) >*fill 
A l-Fl..P(TYP (t1 ) ) 
B1-eET(TYP(pt» 
E l=E(T'IP(pt» 
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c 

C 

C 

1(~12 
Cl-t(tI) 
C2-c(I() 
FLR-FL<tI) 
FLT-Fl.(I() 
n-T(tI) 
T2-T(I() 
CST1.TRCOST(L(tI),C1,C2,UEL(tI),X1,FLT,A1,81,E1,T1,T2,AL(tI» 
X2-tFL I (I( )+ffI)*(tt=1.(1( HR I (I(» 
A2-f1.P(TYP(1( ) ) 
B2aBET (TYP(I(» 
E2aE(TYP(I(» 
CST2aTRC08T(L(k),C1,C2,UEL(k),FLA,X2,A2,82,E2,T2,T1,AL(k» 

30 o-D+CST 1*(tt=1.(tI )-tt=1.1 (tI) >+CST2*(tt=1.(1( )-tt=1.1 (k» 
IF (D.or .0. ) Af1X-fII) 
IF (D.LE.O.) fI.t-ftt) 
00 TO 10 

20 DO 40 tt-1,tfK' 
40 tFl.(tI >-foFl.l<tI )+ffI)*(tFl.(tI)-tIfL I( tI ) ) 

1111 TE(3, *)4(H.EfIJE 8 UllED 
RE'I1JII 
EtI) 

FUtlCTIOtI TRC08T(D,C1,C2,UEL,FLA,FLT,A,8,E,T1,T2,AL) 
TACOSTs[)Ift../UEl. 
IF (C1.tIE.0.AHD.C2.tIE.0.) 

$TRCOST-TACOST*( 1. +A*(fI.AIIIT 1 /C 1+E*Fl. T*T2/C2 >**8) 
RETlRt 
Ell) 

Sl&OJTltIE StFt£D(R,PRED,SP ,1'f1A,1tfJ') 

C TH I S SlBWT I tIE CXl'PUTES SHCfn'EST PATHS FJDI R TO RLL OTHER tIlES. 
C PRED( I) CCltTAlttS PRElECESS(Il OF tOE I, SP( I) CCltTAlttS LOOTH OF 
C PATH TO tIlE I. 
C 

connoH /ARCDTI TOO,L,C,VEL,FL,COST,T,RL 
cort01 /FST I FS 
COtOI/caM/Ufl..tS.P ,I"IMC, L I tI(, AfIDT ,UCRT J 1'fIlP 

REfL L<40(0) ,C(4000) ,VEL(4000) ,FL(4000),COST(4000),SP(2001 ) 
" AL( 4000) J TFI.P(4OOO) I AADT (4000) I UCRT (4000) 

ItITEGER,TOO(4000),FS(20Q2),PRED(2001),CL(2001),T(4000),LltI(4000), 
$A 

1111 TE(3 J * >4O£tITER StFt£D 
DO 10 I =ftIA, rtIT 
SP( I )a 1. E20 
PRED(I >-0 

10 CL( 1>-0 
SP(R>-O 
Cl(R >=tttT + 1 
I=R 
HT-R 

20 I A=FS( 1+1 )-1 
s-SP( I) 
IA1-FS(I) 
IF (IA1.or .IA) GO TO 30 



c 

DO 40 1R-IA1,IA 
I(-TOO(IR) 
SO-S+COST ( I R) 
IF (SO.GE.SP(I(» GO TO 40 
PRED(I()-'I 
SP(I(>=S[) 
IF (Cl.(I(» 50,&0,40 

&0 CL(tn' >-K 
tn'-K 
CL (I( >-tIfT + 1 
00 TO 40 

50 CL(I(>-Cl.( I) 
CL( I >-K 

40 COHT I tIE 
30 1Cl.<L( I) 

CL(I >-1 
1=1Cl. 
IF (I.LE.PltT) GO TO 20 

lolA I TE(S, * >4CH-EAIJE SffIt.ED 
RETURtt 
EtI) 

SU3ROUT I r£ 1:UF1£l)( I TEA, I TEA Iff, W'IU, Fc&J, I TOT, EPS, 1't"IODA, tICEttT ) 
COtI'1OI1 IARCDT I TOO, L, C, VEL, FL, COST, T , RL. 
COttDi /FST I FS 
COtI1OtI /FLBET I Fl.P I BET, Fl.P 1, TYP, E 
COI'ItOtICOH4 /UfLlElF ,HARC I L I rt( I AADT I UCRT, TRUP 
REfI. L(4OOO), C(4000), UEL(4OOO), FL(4OOO), COST (4000 ), WL(4OOO) 

·,ALP(17),BET(17),ALP1(17),UCAT(4OOO),E(17),TRUP(4OOO), 
tAfI)T(4OOO), RL.(4OOO) 

II"ITEGER Too(4OOO), FS(2002) , TYP(4OOO), UC 1 (4000), UC2(4OOO), 1(4000), 
$L I rt«4OOO), LL I rt«4OOO) 

lolA I TE (~ , • >4Ot£tITER DlI'F 
URITE(4,101) ITER,ITEAlff,ITOT 

101 FORtIrT(II'tIl. OF ITERATIOHS == '1&/ 
* 'til. OF Itn'. ITERATI~ '1&/ 
• 'TOTAL til. I TERAl I OHS- '16) 

K=O 
UfU£lF=O 
tf«)[) 1aofttoDA-1 
tItODt1C-2*tICEtIT + 1 
GO TO 4 

5 ~+tt1ODA-1 
AUTOTI=UfI.lJElF 
~ I TE(5,. >AUTOTT, UALt.£lJ» 
ttI(l) 1 =2*ttD) 1 

4 DO 10 I arf'tIOOtI:; , ttI(l) 1 
.J1-FS( I) 
J2=FS( 1+1)-1 
IF (J1.GT.J2) GO TO 10 
DO 20 J=J1,J2 
IF (Too(J).LT ... tti()[K~ ..... ) 00 TO 20 
K-K+1 
WL(K )=FL<J) 
LLIrt(I(>-LIrt«J) 
VCRT(K >-FL(J )IC(J) 
UC1<K)=1 
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UC2(1( >-TOO(J) 
Al-f1.P(TYP(J» 
B1-eET(TYP(J» 
E1-E(TYP(J» 
IF (J.LE.tWlCl2) nEtt 

Kl..I'I-J+IIIlCI2 
C1-t(J) 
C2-c(KIJ1) 
FLA-Fl(J) 
FLT-FL(KU'I) 
T1-T(J) 
T2-T(KU1) 
lOU(K>-FLA*T llC 1+£ 1 ..... T*T21C2 
AfI)l(K >-FlA*T 1+FL 1'*T2 
TRUP(I(~LT*T2*l00.IARDT(K) 
IF(AfI)T(IO.EQ.O. )TRUP(IO -0. 

ELSE 
~12 
Cl=-C(KIJ1) 
C2-C(J) 
FLA-FL(1(lJf ) 
FLT-FL(J) 
T2-T(JQJt) 
T1-T(J) 
UCAT (I( >-FLA*T 11C 1+£ 1*FL T*121C2 
AfI)T (I( >-FL.A*T 1+fL T*12 
TRUP(I(~T*100.}AADT(I() 

IF(AfI)l(K).EQ.O.) TRUP(K>-O. 
OOIF 
CSTsTlTRCOS~~T(L(J),C1,C2,UEL(J),FLA,FLT,AI,BI,E1JT1,T2,RL(J» 
~+CST*FL(J) 

20 atlTlltE 
10 wtTlfIE 

~ITE(SJ·)K,ARDT(K),CST,FL(J2) 
IF (ttIOD1.EQ.ttIXlA-D 00 TO S 
TFIUCKTT-utlI..UEl.P-MOTT 
~ I TE(4, 2) I TEA, COHU I VALUElP J MOTT, TFU:KTT 

2 FOfIIrr(1' fFTER ',13,' ITERAT I ctIS: ' I 
• 'mtUEROEtICE r&ISlIE 
• TOTFL TFIAUEL TIrE 
• MO TAAUEL TIrE 
• TRUCK TRAUEL TIrE 
III I TE(S, *)4CH..EAUE DlIP 
IF (C(H). OT . EPS >RETtJIIt 
RE11..Itf 
~ITE(4, 113) 

s' ,F7"" 
-' ,E2S.191 
.' ,E2S. 191 
s' ,£25.19111> 

113 FOfIIrr(32X, '(fUG' ,2X, 'lEST' ) 
"UTE(4,112) 

112 FIRtRT( 'LUI< 11). ',5X, 'FLOW' ,4X, 'VIC AATIO' ,2X, 'HOOE' ,2X, 
4 'fIlE' ,2X,' • nu:KS' ,2X, 'AfI)T' ,3X, 'Lift< ID') 
"UTE(4,114) 

114 F(II1Al('--' ,5X, '--'4X, ,-----, ,2X, '--' ,2X, '--' 
• 2X '-- ' 2X '-' 3X' - ') ., , '" , 

DO 23 1-1,1( 
IIlITE(4,102) I,HFL(I),UCAT(I),UC1(1),UC2(I),TRUP(I),AADT(I) 

',LLltt« I) 
102 FDRnRT(15,FI3.0,Fl0.0,217,2F9.0,IS) 



23 COtfT I tI.E 
RETlRt 
Ettl 
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C 

PROGAfI1 SOTRD I A( I tFUT, OUTPUT, TAPES-I tFUT , TAPE&-OUTPUT) 
CCJtOI taftl tFLl, IHTI ,EPS,CCIHTI ,ACCBIS 
COI'tDiICot14/UfLLE 1, tW\C, L I tIC, AADT, \aT 
~ ~TI TOO,L,C,UEl,FL,COST,T,RL 
COI'I'D1 IOOOT 1 1'00, FItT 
COIOt IFST 1 FS 
cott1OHlOCLl 0DlJ( 
atI10tI J[IPOT 1 tOP, lIP 
CCJIOI IFUJET 1 ALP, BET, ALP 1, TYP, E 
REAL L(4000),C(4000),UEl(4000),FL(4000),COST(4000),FItT(2OQO), 

.TITLE(20),ALP(17),BET(17),ALP1(17),E(17),RL(4000), 
$'TFlF(4000) ,AADT( 40(0) ,\aT( 40(0), EPS, CC I HT I ,ACCBI S, tFL I (4000) 

I HTEOER TOO(4000), 1'00(2000), FS(20Q2), ODLI( 1~ 1 ), IIP(~), TYP(4000 ), 
$T(4000),LltI(4000) 

REfI) (S, 10&)IHTI ,EPS,CCIHTI ,ACCBIS 
10& FORnAT(12,3F10.S) 

REfI)(S, 108) tW\C, HCEHT, 1'ftlDFt, ItQ)T, tII), tOP 
108 FORnAT(eI4) 

DO 2e 1-1,17 
READ(S, 109) ALP(I),BET(I),ALP1(1),E(I) 

109 FORnAT(4FS.3) 
2e CtIfT I rt.£ 

IIlITE(e,l) 
1 FORMAT (T20, 'SYSTEt1 (pl. I tu1 ASS I 0ttEHT -ur') 

DO 20 l-l,tOP 
REfI)(S, 111) IIP(I) 

111 FOfl1AT< 12 ) 
20 wtTlrt.£ 

DO 21 l-l,t1ARC 
REfI)(S, 100) TOO( I ),L( I ),C(I ),UEl( I), TYP( I), T( I ),LltI( I ),RL( I) 

100 FORMAT(14,FS. l,Fe.l,F3.0,212,14,E7.0) 
21 wtTltIE 

IIlITE(e,7) til) 
7 FORtIAT(' • OF 00 PAIRS -' , Ie) 

IF (HOD.EO.O) GO TO 10 
DO 22 la1,tII) 
REfI)(S,101) TOO(I),FItT(I) 

101 FORMAT(14,F8.0) 
22 am I tIE 

tDtT l-taHT +tItlDA 
DO 23 lal,tlCttTl 
REfI)(S, 102) (DJC( I) 

102 FORtIAT( 14) 
23 wtTltIE 

DO 24 l-l,1tQ)T 
REfI)(S, 102) FS(I) 

24 wtTltIE 
10 IIlITE(e,9) EPS,CCIHTI,R:C8IS, IHTI 
9 FORtIAT(1' CMJERGEHCE CAITERIOti a' ,E2S. 191 
$ 'I HTEFtR.. CMJERGEHCE .', E2S. 19/ 
• ACCURACY OF toJE SIZE .' ,E2S.191 
• I ttTERI'R. I TERAT I OtiS a' I 14) 

I F (HOD. t£ .0) CALL SOO(tt«IlA,ItQ)T, tII), ta:HT, I TEA) 
STOP 
00 



SlEROUT I tE SOO(ttDJA, ttOlT, tal, tICEtfT, ITER) 
CCJ'I'DI 1EWt/ tFLl, IHTI ,EPS,CCIHTI ,ACCBIS 
COHMOH JARCDT/ TOO,L,C,UEL,FL,COST,T,RL 
cottDt /OOOT / TOD, flIT 
OO'IDI I[IfIOT / ~,DtP 
cott1OI1 /FST / FS 
CtJIOi IW-/ 0Il.k 
cotIOI Ifl,.BET / fLP, BET, fLP 1 , TYP, E 
CCH'IOtI/COtM/UfLlE 1 , tIft:, L 11'1<, AfI)T, UCRT 
FER. L(4000), C(4000), UEL(4000), FL(4000), COST (4000), flIT (2000) 

*,tFL(4OQO),fLP(17),BET(17),fLP1(17),E(17) 
t,N.(4OQO), TflJP(4000), AfI)T(4000), UCRT(4OQO),EPS,tFLl (4000) ,CCIHTI ,ACCBI S 

IHTEGER TOO(4000), TOO(2000), FS(2002), O[LK( 1501 ),DtP(50), TYP(4000), 
$T(4000),LII'I«4000),IHTI 
00 30 1-1,tIft: 

30 tFLl(1 >-0. 
CfI.L AOttSOD(FL, ttDJA, tHlOT, tal, tICEtfT) 
00 2Q 1-1,tWIC 
tFLI(I>-FL(I) 

29 cottT I tI.E 
FOBJ-O 
CCItIIJ-2 • *EPa 
1TER-1 
ITERIH-1 
ITOT-G 
J-1 
CfI.L 1JtJFSOO( ITER, I TER I tI, I TOT, EPS, atIU, F(&J, tttODA, tICEtfT ) 
00 11 1-ITER,100 
ITER - I 
00 14 11-1, IHTI 
ITERIH-11 
CfI.L AOtISOO(tFL, ttIODA, ttmT, tm, ttCEtIT) 
CfI.L B I SSOO(tFL ) 
atlUl-G. 
DO 13 tll-1,tIft: 
XtllaABS(tFL(tll~l(tll» 
IF(XtlI.EQ.O.)GO TO 13 
DI-tFL(tll) 
IF(DI.EO.O. >D1-tFLI(tll) 
atlUl-cMJI+XtlIIDI 
tFL I (til >-tIFL(tll ) 

13 cottT I tI.E 
atIU 1-cMJ I /FlOAT (tift:) 
IF(atlUl.LT .CCIHTI)GO TO 1~ 

14 COtIT I tI.E 
1~ CCJfJ=O. 

/TOT-' TOT + I TER I tI 
FOBJaO. 
DO 20 ""1, tfR:: 
XH-ABS(tFL (ti >-Fl. (ti ) ) 
IF (XtI.EQ.O.) GO TO 20 
o-tt=L(tI) 
IF (O.EO.O.) o-FL(tI) 
cc:tIU-C01U+XtlID 
FL( tI >-rt=L<tI ) 

20 cottT I tI.E 
C(ItUaCOttUIFLOAT (tfR:: ) 

185 



186 

C 

IF(aHJ.LT .EPS) GO TO 12 
IF(ITER.EO.S» 00 TO 12 
IF(IJ1P(J).EQ.ITER) 00 TO 22 
GOTOB 

22 CfLL ll..II'SOD( I fER, I fER I H, I TOT, EPS, aHJ, FCBJ ,ItQlA, taIff) 
J-J+1 

11 CClfrItt.E 
12 Cfl.L ll..II'SOD( I fER, I TEA I H, I TOT, EPS, aHJ, F(BJ ,1tQlA, taKT) 

RETlRt 
at) 

St&OJT I tE AOttSOO(HFL,ItQlA, tItODT, to) , ttCEKT) 
COIOt /ffFt:J'JT / TOO I L, C, UEl, FL, COST, T, FL 
CQtt(l1 !EM/ HRI, IHr' ,EPS,CCIHrI,ACCBII 

COtI'Oi J(D)T / TOO, fItT 
anot /FIT/ FS 
cc:not f(D./ (IlJ( 
cottDI /fI.BET / fl.P,BET, fl.P 1, 1VP, E 
cottDI/C014/UfLlE I, tIW!, L I tt(, MOT, UCRT 
FIEfI.. L(4(X)(), C(4(X)() , UEL(4(X)(), FL (4(X)(), COST(4(X)(), fItT (2000) 

·,HR(4(X)(),SP(2001),fl.P(17),BET(17),fl.P1(17),E(17) 
.,FL(4000),fWJT(4(X)(),UCRT(4(X)(), TII.P(4(X)() ,EPS,HFLI (4(X)(),CCIHr I ,ACCBIS 

IHTEOER TOO(4(X)(), TOO(2OOO),F8(2Q02),(IlJ( 1501 ), PAEO(200 1 ), 
t1VP(4(X)(),T(4000),LItt«4(X)() 

DO 10 rt-1, tIW! 
EI-E(1VP(H» 
IF(H.LE.ttR:/2) ll£tt 

ELSE 

OOIF 

1(-tfARC /2+tt 
A 1-FI..P(1VP(H» 
B1-BET(1VP(H» 
A2-fLP(1VP(I() ) 
B2-aET<1VP(I() ) 
HFL<H>-O 
HFL(I(>-O 
C1-t(H) 
C2-C(I() 
FLA=f1FL I (H) 
FLT-FLUO 
n-T(H) 
T2-T(I() 

1(at+-tfK/2 
A1-fl.P(1VP(H» 
B1-aET(1VP(H» 
A2=fl.P(1VP(H) ) 
B2aBET (1VP(I(» 
HR(I(>-O 
HFL(H>-O 
C111C(1() 
C2aC(H) 
FLA-FL(I() 
FL T-tFL1 (tf) 
T2-T(I() 
T1-T(tf) 

10 COST(H>=C08TFl1(L(H) ,Cl,C2, ua(H), FLA,FL T ,A1,B 1, A2, B2, E 1, 



c 

$Tl, T2,FI.(H» 
II-I 
tttR-1 
1(I(-ttCEHT 
ttHT~ 
GO 10 2 

3 11........:0\ 
ttRwtttOIlA 
1(I(-ttalft+tGHT-1 
tIIT-r11llT 

2 00 20 1-11,1(1( 
11-0111(1) 
12-0111(0 + 1>-1 
IF (I LOT .12) GO 10 20 
CfI.L stFS(I)( I ,PAED, SP ,"", tIlT ) 
00 30 1(-11,12 
J-TtI)(I() 

eo J l-PRED(J) 
IF (Jl.EQ.O) 00 10 30 
Hl-FS(Jl) 
H2-FS(J 1+ 1 )-1 
00 40 H-Hl,tt2 
IF (TOO(H).EQ.J) GO TO 50 

40 COilItt£ 
50 tt:L(H >-tFL(H >+AI1T(I() 

J-Jl 
GO TO eo 

30 COil 1 tIE 
20 COttT I tIE 

IF(".EQ.1> GO 10 3 
RETlRt 
Ell) 

stIRlJT I t£ 81 SSOO(HFL) 
CI.IIItI IfJ'ItI tt:L" I HT I , EPS, CC I HT I , ACCBI S 
COtOt/COMJUfLlE I, tIIlC, L I tI(, AfIlT, UCRT 
CI.IIItI IARCDTI TOO,L,C,UEl,Fl,COST,T,FI. 

CI.IIItI /FST I FS 
CCJtKIH /fl..BET I FI.P, EEl I FI.P 1 , 1VP, E 
REfL L(4OOO) ,C(4OOO) ,UEL(4OOO) ,Fl(4OOO), COST(4OOO), tFL(4OOO), 

$ALP(11),BET(11),ALP1(11),E(11),Rl(4OOQ), 
$TPA.P(4OOO), fW)T(4OOQ), UCRT(4OOQ), EPS, tt:L I (4000), CC I HT I ,ACCBI S 

IHTEOER TOO(4OOQ),FS(2Q02), TYP(4OOQ), T(4OOO),Lttl(4OOQ), IHTI 
AtI'fDO 
fI1X-l 

10 fIOI(fI1X -tfIIt )12 
IF «fI'IX-fIIt).LE.ACC8IS) GO 10 20 
D=O 
00 30 tt-l, ttItC 12 
X l-tt=t I (H )+fII)*(tt:L (H >-tt:L I (H» 
Al-fl.P(TYP(H» 
B l-BET(TYPOI» 
El-E(TYP(H» 
K-r+tt1K12 
Cl-t(H) 
C2<O:) 
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C 

C 

C 

C 

C 

FLA-FL(H) 
FLT-FL(lO 
T1-T(H) 
T2-T(lO 
X2-tR I (K >+AtIl*<tFL(K H1FL I (K) ) 
A2-fLP(TYP(K) ) 
B2-BET (TYP(K» 
E2-E(TYP(K» 
CST1aCOSTFH(L(H),C1,C2,UEL(H),X1,FLT,A1,B1,R2,B2,E1,T1,T2,RL(H» 
CST2-COSTFH(L(K),C1,C2,UEL(K),FLA,X2,R2,B2,A1,B1,E2,T2,T1,AL(K» 

30 o-D+CST 1*OFL(H >-HFL I (H) >+CST2*OFL(K >-HFL I (K» 
IF (D.GT .0.) At1XafII) 
I F (D. LE. O. ) AtttuAtll 
GO TO 10 

20 DO 40 H-1, rtItC 
40 tFL(H >-tFL I (H )+fII)*(tFL(H H1FL I (H» 

RETlII1 
Ell) 

FUHCTIOH TACOST(D,C1,C2,UEL,FLA,FLT,A,B,E,T1,T2,AL) 
TACOST-D*fI../UEL 
IF (C1.HE.0.RHD.C2.HE.0.) 

$TRCOST-TRCOST*( 1. +A*(FLA*T 11C 1+E*FL T*T2/C2 >**B > 
RETl.ftI 
Ell) 

FUHCTIOH COSTFH(D,C1,C2,UEL,FLA,FLT,A1,B1,R2,B2,E,T1,T2,AL> 
COSTF~/UEL 
IF(C1.HE.0 .. AND. C2.HE.O.>THEH 
B11=81-1 
822-82-1 
AT-FLA*T11C1+E*FLT*T2/C2 
ATT-AT +FLA*T 1*8 11C 1 
COSTFtt-COSTFtI*( 1 . +A 1*ATI*AT**B 11+R2*B2*FL T*T2*AT**B22/C 1 > 
EtlJIF 
RETlftI 
Ell) 

FUHCTIOH FIKT(D,C1,C2,UEL,FLA,FLT,FL,A1,B1,R2,B2,E,T1,T2) 
F I tfT -D/UEL *FL 
B11=81-1 
B22-B2-1 
IF(C1.HE.O .. RHD. C2.HE.O.) 

tRTafLA*T11C1+E*FLT*T2/C2 
ATT-AT +FLA*1'1*8 11C 1 
FltfT=FltfT*(1.+A1*ATT*AT**B11+A2*B2*FLT*T~T**B22/C1> 
RETLfIt 
Ell) 

SlMlUT I HE stFSOD(R, PfED, SP, ttIA, HKT ) 

C TH I S Sl8RWT I HE COtAJTES stDrrEST PATHS FI01 R TO fU OllER tIllES. 
C PfED( I> COHTAlttS PREDECESSM OF HOOE I, SP( I) COHTAlttS LBmH OF 
C PATH TO HOOE I. 
C 

COHMOH ~I TOO,L,C,UEL,FL,COST,T,RL 
COIDt IFST I FS 



C 

COtI)H/COt'M/UN.~ 1, tR\C I L I 1'1(, Rfl)T ,I.OlT 

REAL L(4QOO),C(4000),UEL(4QOO),FL(4OOO),COST(4OOO),SP(2001) 
., FL (4000), TFllP(4OOO ) I RfI)T(4OOO) ,I.OlT(4OOO) 

IHTEOER,TOO(4OOO),FS(20Q2),PRED(2001),Ol(2001),T(4OOO),LII'I«4OOO) 
'/R 

DO 10 1-ttfl,1'tIT 
SP( I )ilL E20 
PRED(I >-0 

10 Ol( 1>-0 
SP(R>-O 
Ol(R)atIfT+l 
I-R 
ttT-R 

20 IfW'S( 1+1)-1 
s-SP(I) 
I R ll1f'S( I) 
IF (IR1.0T.IR) 00 TO 30 
DO 40 1R-IR1,IR 
I(-TOO( IR) 
SDaS+COST( I R) 
IF (SD.t1E.SP(I(» 00 TO 40 
PFED(I()III 
SP(I(>-90 
IF (Ol(I(» sl,I5O,4O 

150 Ol (tff )III( 
ttT-K 
Ol (I( >-tIfT + 1 
00 TO 40 

SO Ol(I(>-CL( I) 
Ol( 1)111( 

40 C€ltTUtE 
30 IOlaCL( I) 

Ol(l)a-l 
1-IOl 
IF (I.LE.I'tIT) 00 TO 20 
RETlRI 
ErI) 

SlIJROUT I t£ ~(I TEA, I TEA I H, I TOT, EPS, aJtJ, FOBJ, fftlDA, t«:EHT) 
COtI)H If'ffUJf / TOO, L, C, UEL, FL, COST, T, FI.. 
CMDt /FST / FS 
CMDt /fLBET / FLP I BET , FLP 1, TYP, E 
CM1CJ1/aJMIUfL~ 1, tIIlC, L I 1'1(, RfI)T ,1.OlT 
REAL L( 40(0), C(4OOO), VEL ( 4000), FL(4OOO) I COST (4000 ), tFL (4000) 

·,RLP(17),BET(17),FLP1(17),1.OlT(4OOO),E(17),TRUP(4OOO), 
$AFI)T (4000), FL(4OOO) 

I HTEOER TOO(4OOO), FS(2002), TYP(4OOO) ,UC 1<40(0) ,1X2(4OOO ) I T(4OOO), 
tL 11'1«4000), LL I 1'1«4000) 
URITE(&,101) ITER,ITERIH,ITOT 

101 FCRIrr( 'to. (F ITERATIQtS • '1&/ 
• 'to, IF Itff .ITERRTIOHSc • 1&/ 
• 'TOTAL to. ITERATIOHSc '16/1> 

1<-0 
UFI.~laQ 
ttIJO 1wftG)R-1 
JHD1Ca2*tUHT+1 
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00 TO 4 
S tIIDI>t-t-a:n;-+IttODA-1 

fIJTOTT-ufUE 1 
1t1OD1-~1 

4 DO 10 l-tttODrE ~ It10D 1 
J1-FS(I) 
J2-FS( 1+0-1 
IF (J1.0T.J2) 00 TO 10 
DO 20 ~1,J2 
IF (TOO(J). LT. ttIODt1C) 00 TO 20 
1(-K+1 
tR(1( >-FL(J) 
LLIHK(I(>-LIHK(J) 
IXAT(1( >-FL(J )IC(J) 
UC1(1()l1 
UC2(1( )lTOO(J) 
R1I1fl.P(TYP(J» 
81-eET(TYP(J» 
E1-E(T\'P(J» 
IF (J.LE.HARCI2) net 

1CL~12 
C1-t(J) 
C2«IQ.I1) 
FLWL(J) 
FLT-FL(KU1) 
T1-T(J) 
T2-T(KU1) 
IXAT(1( >-FLR*T 11C 1+E 1*FL 1'*T2/C2 
AfI)T (I( >-FLR*T 1+FL 1'*T2 
TFlP(I()-Fl. 1'*T2* 100. IAfl)T(I() 
IF(AfI)T(I().EQ.O. )TFlP(I() -0. 

ELSE 
ICLtt-J-tfIRCl2 
C1-t(KU1) 
C2-C(J) 
FLA-FL(KUt ) 
FLT-FL(J) 
T2-T(KUt) 
T1-T(J) 
UCRT (I( >-FlR*T 1 /C 1+E 1*FL T.-r2/C2 
AfI)T(1( >-FLA*T 1+FL T.-r2 
TFlP(1( >-FL T* 100. 1FIfI)T(1() 
IF(AfIlT(I().EQ.O.) TFlP(IO-o. 

Etl)IF 
CST-TlTRCOS~noTT(L(J)~C1~C2,UEL(J),FLA,FLT,A1,81,E1,T1,T2,RL(J» 
I.ftJJE 181JfLlE 1+CST*Fl(J) 

20 C(JtT I tIE 
10 COtIT I tIE 

IF (1t1OD1.EQ.ttIXlA-1) 00 TO S 
TflDCTT-wuE 1-flJTDn 
'" I TE(&, 2) I TEA, CCHJ, UfLlE 1, flJTDn, l1IJCKTT 

2 FORHAT(/'RFTER ',13,'ITERRTIOHS:'/ 
• 'ctKJEROEtICE t£AStH: 
• TOTfL TRAUEl. T I t£ 
• ftJTO TFIAUEL T I t£ 
• TFIJCI( TFIAUEL T I t£ 

IF (COHU. GT . EPS >RETLR1 

-' ,F7 .4/ 
.' ,E2S. 19/ 
-' ,E2S. 19/ 
.' ,E2S.19111> 



RET\Rt 
l'UTE(&,113) 

113 FORI"IRT(32X, '(IUO' ,2X, 'EEST' ) 
~ITE(&, 112) 

112 FCRfAT( 'LitIC til. ' ,SX, 'FUJI' ,4X, 'U/C RATIO' ,2X, 'HOlE' ,2X, 
4'tOE' ,2X,' • TflD(S' ,lX, 'AfIlT' ,3X, 'I. I tIC ID') 
~ITE(O, t 14) 

114 FORrfAT('--' ,SX, '----'4X, '-- ··',lX, '-' ,2X, '--' 
.,lX, '--' ,2X, '--' ,3X, '---') 

DO 23 1-1,K 
WRITE(O,l02) I,HFL(I),UCRT(I),UC1(1),UC2(I),TRUP(I),AADT(I) 

.,LLltIC( I) 
102 FORMRT(15,F13.2,F10.2,217,2F9.2,18) 
23 aJlT I tIE 

RE11Rf 
00 
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APPENDIX C- 4 

SAMPLE OUTPUT OF THE 

USER EQUILIBRIUM COMPUTER PROGRAM 
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USER EQlJ I L I BR 1lJ1 ASS I GI'tEI'fT - PSU 
• OF OD PAIRS I: 220 

COtIUEROENCE CR I TEA I ot1 • 
I tfTERI'fL COt1UERGEtICE = 
ACCURFICY OF MOUE SIZE • 
I HTERI'R... I TERRT lot1S • 

ttl. OF I TERAl I (liS a 

1 

ttl. OF lIfT. I TERAT I ot1S- 1 
TOTfl. ttl. I TEART I ot1S- 0 

AFTER 1 I TEFIfIT I ot1S : 
COtf.lERGEtlCE t£ASURE • 
(B£CT I UE FltiCT lot1 = 
TOTfl. TAAUEL T I t£ • 

t1O. OF I TERAl I ot1S = 
t1O. OF lIfT. I TERAT I ottS= 
TOTfl. t1O. I TERAT I ot1S= 

AFTER 1 I TERAT 10tIS: 
COt1UERGEtICE I'£ASlIE = 
(BJECT I UE FUttCT I art = 
TOTfl. TRAUEL T I t£ • 

ttl. OF I TERAl I ot1S • 2 
ttl. OF UfT. I TERAT I 0ttS= 1 
TOTfl. t1O. I TERAT I ot1S= 2 

FFTER 2 I TERAT I CtIS: 
COt1UERGEtICE tEAStJIE • 
(&JECT J UE FIKT J ot1 • 
TOTfl. TRAUEL T I t£ = 

ttl. OF I TERAT I ot1S • 3 
t1O. OF I NT. I TEART I OHS= 1 
TOTfl. t1O. I TERAT I 0ttS= 3 

AFTER 3 I TEART' ot1S : 
COt1UERGEtICE I'EASlIE = 
tB.ECT I UE FlICT' art II 

TOTfl. TRAtJEL T I t£ • 
tlO. OF I TEART I (liS = 4 
t1O. OF lIfT. 'TERAT' ot1S= 1 
TOTfl. t1O. 'TERAl 10t1S= 4 

FFTER 4 I TERAl lot1S: 
COt1UERGEtICE t£ASI.J£ 
(B£CT I UE FltiCT I (It 

• 
= 

· 50000()Q()(E-()2 
• 50000()Q()(E-02 
· 50000()Q()(E-03 

· 100000000E-o 1 
o 

· 181192584E-tm 

.30 1Q31358E+OO 
o 

.118355155E+Q5 

.Sl2224274E+OO 
o 

.10041S127E+05 

· 198381402E +00 
o 

.915627417E+04 

· 124M 1763£+00 
o 



TOTfL TMJEl T I 1£ • 
til. (F I TERAT I CItS • S 
til. (F I ttl . ITERATICItS- 1 
TOTfL til. I TERAT I OHS- 5 

fFTER 5 I TERAT I (ItS: 

COtIVEROEtICE I'ERSlIE • 
ClFkECT I 'JE F'lI'ET I (If • 
TOTfI. TRRUEL. T I t£ • 

til. OF I TERAT I (ItS • 6 
til. (F I ttl. I TERAT I CJtS- 1 
TOTfL til. I TERftT I CItS- 6 

fFTER 6 I TERRT 11JtS: 
COtIVEROEtICE tEASlJIE :II 

€&£CT I 'JE F\KT I (If • 
TOTFI.. TRAUEl. T I 1£ • 

til. (F I TERftT IIJtS • 7 
til. (F I ttl. I TEARTI CJtS- 1 
TOTfL til. I TERAT I CJtS- ., 

AFTER 7 I TEFlfn I (ItS: 

COtIVEROEtICE I1EASlfE • 
c:a.ECT I 'JE F\KT I (11 • 
TOTAL TRAUEL Tlt£ • 

tiL OF I TEAATI (ItS • e 
00. (F I tiT. I TERAT UJtS- 1 
TOTfL HO. • TEAAT.CItS- 8 

AFTER 8. TEART 11JtS: 
COtIVEROEtICE I'ERSlIE • 
OBJECT IIJE RJiCT I ott • 
TOTfL TRfPJEl T I t£ • 

00. OF I TERAT IIJtS • 30 
til. (F I ttl • ITERATICItS- 1 
TOTfL til. I TERATI tItS- 30 

AFTER 30 I TEART I (tfS: 

COtIVEROEtICE tEASlJIE • 
ClFkECT I UE F'lItCT I (Jt • 
TOTfL TRAUEL. T I It:: • 

til. OF I TERATI CItS • 31 
HO. (F Ittl. I TERRT I CJtS- 1 
TOTFI.. til. I TEFlAT I QtIS;a 31 

• Q23'N0807E+04 

• 188447S33E+OO 
o 

• Q08713451E+04 

.1()g827811E+OO 
o 

.9028 r.s1OCE +04 

· &41251 16!5E-o 1 
o 

· Q0305S287E+04 

• eege7408(£-o 1 
o 

· 88Q08O 1&+04 

• 605()Og 161 E-G2 
o 

. ~+04 
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fFTER 31 ITEMTUJtS; 
ctn.EROEta: t£ASlH • .~-Q2 
ta.ECT I UE FlttCT I (It • 0 
TOTfl. TMUEL T t r£ • .8862~+04 

(lUG lEST 
LItI(NO. FUll VIC RATIO NODE NODE I TRUCKS AflDT LIlt( 10 

1 2004.150 .5& 23 24 23.33 2614.60 0 
2 270&.36 .M 23 2S 20.64 3410.08 0 
3 58'Q.04 .18 23 26 .go &95.32 0 
4 2004.60 .S6 24 23 23.33 2614.60 0 
~ 932.02 .21 24 2S 7.99 1034.70 0 
6 1771.52 .S6 24 26 6.34 1891.50 0 
7 1385.84 .40 24 30 3.58 1437.24 0 
8 33M.~ .80 24 31 18.21 4150.56 0 
9 2706.36 .&9 25 23 20.64 3410.08 0 

10 952.02 .21 2S 24 7.GG 1034.70 0 
11 376.99 · 10 25 26 .33 378.31 0 
12 3741.9& .83 25 27 16.10 4460.08 0 
13 58'Q.04 · 18 26 23 .go ~.32 0 
14 376.99 .10 26 25 .35 378.31 0 
1~ 927.46 .43 26 21 11.92 1129.98 0 
16 2909.36 .14 26 28 .56 ~.83 0 
17 1018. 10 .35 26 30 8.21 1109.89 0 
18 1771.52 .56 26 24 6.34 1891.50 0 
19 3963.62 .91 27 37 17.33 4~.66 0 
20 less.eo .48 21 28 .68 18e8.41 0 
21 927.46 .43 27 26 17.92 1129.98 0 
22 3141 9& .83 27 25 16.10 44eo.08 0 
23 1855.80 .48 28 21 .68 18G8.41 0 
24 24gs.41 .70 28 37 3.05 2573.85 0 
25 2~.43 .58 28 36 .~2 2277.25 0 
26 2218.~ .54 28 29 3.58 2301.04 0 
21 290Q.36 .14 28 26 .sa 2925.83 0 
28 2218.55 .64 29 28 3.58 2301.04 0 
29 361.~1 · 11 29 36 4.49 378.~1 0 
30 ~.6Q .11 29 34 1.58 2700.31 0 
31 2064.02 .60 29 32 4.OS 21~1.23 0 
32 2350.87 .64 29 30 2.23 2404.51 0 
33 1385.84 .40 30 24 3.58 1437.24 0 
34 1018. 10 .35 30 26 8.27 1109.89 0 
33 2330.87 .64 30 29 2.23 2404.~1 0 
36 1964.30 .58 30 31 4.55 2OS1.96 0 
31 3394.65 .80 31 24 18.2' 4150.56 0 
38 19&4.30 .58 31 30 4.55 2057.96 0 
39 3480.35 .79 31 32 16.99 4192.~ 0 
40 3480.33 .79 32 31 16.99 4192.59 0 
41 2064.02 .60 32 29 4.OS 21~1.23 0 
42 401&.33 .84 32 33 14.39 4691.36 0 
43 4016.33 .84 33 32 14.39 4691.36 0 
44 eoo.29 · 18 33 34 4.00 m.3O 0 
45 321&.62 .64 33 39 12.87 3691.67 0 
46 600.29 · 18 34 33 4.00 625.30 0 
47 ~.M .11 34 29 1.58 2700.37 0 
48 aag. 1~ .12 34 36 9.85 316.23 0 
49 1181. 78 .32 34 35 2.30 1209.S4 0 
50 1214.18 .33 34 39 2.17 1241. ~ 0 
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51 2271.97 .42 35 ~ 10.35 2534.20 0 
52 1181. 78 .32 35 34 2.30 1209.54 0 
53 2878.11 .7S 35 36 1.00 2907.08 0 
54 2144.71 .44 3!5 38 13.90 2490.Q5 0 
55 3&1.51 · 11 3& 29 4.49 378.51 0 
5& 2265.43 .~ 36 28 .52 2277.25 0 
57 590.31 · 18 36 37 5.03 627.54 0 
58 2878. 11 .7S 36 35 1.00 2907.08 0 
59 •. 15 · 12 36 34 9.85 37f).23 0 
60 43e8.71 .89 37 38 12.27 5207.96 0 
&1 590.31 .18 37 36 5.03 627.54 0 
&2 24Q5.41 .70 37 28 3.05 2573.85 0 
63 3Q63.62 .91 37 27 17.35 47QS.&& 0 
&at "'.71 .89 38 37 12.27 5207.96 0 
65 2144.71 .44 38 35 13.90 2490.QS 0 
&& 321&.62 .&4 39 33 12.87 3&Q1.67 0 
67 1214.78 .33 39 34 2.17 1241.7S 0 
68 2271.97 .42 ~ 3!5 10.35 2534.20 0 
&9 &10.00 .5& 62 &3 23.33 2&14.60 0 
70 703.72 .6Q 62 64 20.64 3410.08 0 
71 6.28 .18 62 65 .90 &;5.32 0 
72 &10.00 .5& &3 62 23.33 2&14.60 0 
73 82.6Q .21 63 64 7.99 1034.70 0 
74 119.Q8 .5& 63 65 6.34 1891.50 0 
75 51.~ .40 63 69 3.58 1437.24 0 
76 7S5.91 .80 &3 70 18.21 4150.5& 0 
77 703.72 .&9 &4 62 20.&4 3410.08 0 
78 B2.6Q .21 &4 63 7.99 1034.70 0 
79 1.32 · 10 &4 65 .35 378.31 0 
eo 718.13 .83 64 && 1&.10 44eO.OS 0 
81 6.28 · 18 65 62 .90 6Q5.32 0 
82 1.32 · 10 &5 64 .35 378.31 0 
83 202.53 .43 65 && 17.Q2 1129.98 0 
84 1&.47 .74 65 67 .56 2925.83 0 
85 91.79 .35 65 &9 8.27 1109.89 0 
86 119.Q8 .5& 65 63 &.34 1891.5) 0 
87 832.04 .91 && 76 17.35 479S.&& 0 
88 12.&1 .48 66 67 .68 1868.41 0 
89 202.53 .43 M 65 17.Q2 1129.98 0 
go 718. 13 .83 && &4 16.10 4460.08 0 
91 12.61 .48 &7 && .68 1868.41 0 
Q2 78.44 .70 67 7f) 3.05 2513.85 0 
03 11.82 .58 &7 7S .52 2277.25 0 
94 82.49 .64 &7 68 3.~ 2301.04 0 
95 1&.47 .74 67 65 .5& 2925.83 0 
9& 82.49 .64 OS &7 3.se 2301.04 0 
97 17.00 · 11 &8 7S 4.49 378.51 0 
98 42.&8 .71 68 73 1.58 2700.37 0 
90 87.22 .60 68 71 4.05 2151.23 0 

100 53.64 .&4 68 69 2.23 2404.51 0 
101 51.39 .40 69 63 3.58 1437.24 0 
102 91.79 .35 69 65 8.27 1109.89 0 
103 53.64 .64 69 68 2.23 2404.51 0 
104 03.&& .~ &9 70 4.55 2057.9& 0 
105 755.91 .80 70 63 18.21 415).56 0 
10& 93.&& .58 70 &9 4.~ 2057.96 0 
107 712.24 .79 70 71 16.90 41Q2.59 0 
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108 712.24 .N 71 70 16.99 4192.sg 0 
100 87.22 .&0 71 68 4.Cl5 2151.23 0 
110 61!5.03 .84 71 72 14.39 4&)1.36 0 
111 61!5.03 .84 72 71 14.39 4&)1.36 0 
112 25.02 · 18 72 73 4.00 &25.30 0 
113 41!5.Cl5 .64 72 78 12.87 36Cl1.67 0 
114 25.02 · 18 73 72 4.00 &25.30 0 
115 42.68 .71 73 68 1.58 2700.37 0 
116 37.07 · 12 73 1!5 9.85 37&.23 0 
117 27.7& .32 73 74 2.30 1200.54 0 
118 26.97 .33 73 78 2.17 1241.1!5 0 
119 262.23 .42 74 78 10.35 2534.20 0 
120 27.7& .32 74 73 2.30 1200.54 0 
121 28.97 .1!5 74 1!5 1.00 2907.08 0 
122 346.24 .44 74 77 13.90 2490.«)5 0 
123 17.00 · 11 7S 68 4.49 378.51 0 
124 11.82 .58 75 67 .52 2277.25 0 
125 37.23 .18 1!5 7& 5.93 627.54 0 
126 28.97 .1!5 1!5 74 1.00 2907.08 0 
127 37.07 · 12 1!5 73 9.85 37&.23 0 
128 639.25 .89 7& 77 12.27 5207.9& 0 
129 37.23 .18 7& 1!5 5.93 627.54 0 
130 78.44 .70 76 67 3.Cl5 2573.85 0 
131 832.04 .91 7& e6 17.35 479S.&6 0 
132 639.25 .89 77 7& 12.27 5207.9& 0 
133 346.24 .44 77 74 13.1iIO 2490.95 0 
134 41!5.OS .64 78 72 12.87 3691.67 0 
135 26.97 .33 78 73 2.17 1241.1!5 0 
136 262.23 .42 78 74 10.35 2534.20 0 
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