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PREFACE 

Computer storage and time requirements for structural problems will often 

determine whether or not a particular program is feasible to use on an exten

sive basis. For multi-dimensioned problems requiring fine mesh spacing and 

involving nonlinear or time-dependent behavior, careful attention must be given 

to the efficiency of the solution process, even with the largest and fastest 

computers in use today. 

This report describes a system of equation solving routines that may be 

applied to a wide variety of problems by utilizing them within appropriate 

programs. The routines will not be directly apparent to the structural or 

pavement design engineer in routine work; instead, it is the one who develops 

the program or the one who is concerned with fitting a program to run on a 

particular computer who will be directly involved with the material in this 

report. 

The routines have been incorporated in many of the programs described 

in other reports of the current project. Because they are potentially very 

useful in optimizing solution processes in future developments, it was de

cided to document the routines separately by means of this report. 
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ABSTRACT 

A general method for the solution of large, sparsely banded, positive

definite, coefficient matrices is presented. The goal in developing the 

method was to produce an efficient and reliable solution process and to pro

vide the user-programmer with a package which is problem-independent, effi

cient, and easy to use, so that program development time can be spent in 

problem analysis rather than on solution technique. 

The procedures have been developed specifically to deal with matrices 

generated by three and five-wide difference operators, whether symmetrical or 

unsymmetrical. 

KEY WORDS: structural analysis, numerical analysis, computers, mathematics, 

banded equations, finite differences. 
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SUMMARY 

We see that for systems having numerous constant vectors or coefficient 

matrices which are large, sparse, or possess a moderate degree of bandedness 

direct methods are generally preferable to iterative methods. 

Since we have considered both symmetric and nonsymmetric problems as 

well as three and five-wide difference operators, four separate routines have 

been programmed. For the nonsymmetric case having a three-wide difference 

operator TRIP 3 (three-wide recursion inversion procedure) was developed, 

TRIP 4 is for the symmetric case. For the five-wide nonsymmetric case there 

is FRIP 3, and for the symmetric case FRIP 4. The above four routines are 

flow charted and listed in Appendix A. 

Each of these routine drives (or calls upon) a group of secondary matrix 

manipulation routines referred to as the SUMP pack (Submatrix Manipulation 

Package). The particular group used by these four routines is SUMP 6. For 

a more complete description of these secondary routines see Appendix B. 

The user of the solution procedure must in some way transmit his stiff

ness matrix to it, and 5ince for the solution procedure only one partitioned 

level is needed at each recurrence of the algorithm, a shuttle routine which 

is called at each step must be provided by the user. It is here that he com

putes or fetches the appropriate level or partition of his stiffness matrix. 

A complete description of this routine is given in Appendix C while an 

example of the use of the entire package is presented in Appendix D. 
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IMPLEMENTATION STATEMENT 

The routines developed and explained herein are of immediate benefit to 

the engineer who is developing a structural analysis program. The main body 

of the report is concerned with the theoretical development of the procedures 

and the appendices pertain to their implementation. These routines provide 

the engineer-programmer not only with a ready-to-use, efficient solution 

package, but with one that requires a minimum of input and reorganization of 

the natural form of the stiffness matrix. 
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CHAPTER 1. INTRODUCTION 

In physical problems, closed-form solutions are not always available; 

therefore, discrete methods must be employed to approximate the true solution. 

One can think of representing a continuous problem by a satisfactory discrete

element model and solve directly for the solution of the model and thereby 

obtain an approximate solution to the real problem. 

In either case, the solution technique boils down to the solving of a 

system of linear algebraic equations that exhibit a high degree of sparseness 

and whose non-zero elements tend to cluster about the main diagonal of the 

coefficient matrix. Most physical systems may be ordered so that this banding 

phenomena will be observed, but, when care is taken, the width of the band may 

be reduced, thereby compacting the band and allowing for a more efficient so

lution. Furthermore, if we enforce a preset method of ordering the grid 

points, then the form of our finite-difference operator will produce banding 

within the main band. 

It is the purpose of this report to present an efficient, general method 

for the solution of this type of problem. 

Recursion Technique 

The general problem can be subdivided in several ways. It can be symmet

ric or non-symmetric, or it can have three subbands or five. These different 

considerations are taken up in Chapter 2, along with the associated proofs 

that verify the method. 

Reguirements 

In Chapter 3 the amount of work (computations) along with the amount of 

storage required is taken into consideration. Graphs showing actual times 

involved for a wide range of problems are presented. 

1 
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The total package can be visualized as three main parts. The first part 

contains the recursion algorithm and is listed and flow charted in Appendix A. 

The next part drives a secondary group of matrix manipulation routines, more 

commonly referred to as the SUMP package. These are located and flow charted 

in Appendix B. The third and most crucial part to the user is the FSUB rou

tine, where the coefficient matrix is defined. A description of what is 

necessary for this routine is included in Appendix C, and the relationship 

of the complete group to the user's main program is discussed in Appendix D. 



CHAPTER 2. RECURSION INVERSION 

The General Problem 

While the type of coefficient matrix we will concern ourselves with 

generally arises in physical problems where a discrete-element model of the 

real problem is assumed and a finite difference operator is applied, the 

solution technique is in no way bound to problems of this type. Any coeffi

cient matrix which is positive definite and has the form of Fig 2.1 can be 

solved using this method. Although this method can be extended, in this dis

cussion we will consider only three and five-wide type problems, respectively 

resulting from three and five-wide difference operators. We will also con

sider both the symmetrical and nonsymmetrical cases. These limits were 

selected since the one-wide case is trivial and the five-wide is extensive 

enough for most two-dimensional problems. 

There is some disagreement as to whether one should consider direct or 

iterative solution techniques to solve this problem. The main advantages of 

the iterative processes are that they require less storage and are not as 

susceptible to round-off error. The main advantages of the direct methods 

are that for problems that give rise to coefficient matrices with "small" 

band widths they require less work. Also when it is known that in general 

the problems have the same coefficient matrix A and differ only in the 

constant vector f (Aw
t 

= f
t 

or AW = F) , which is quite often the case, the 

direct methods are capable of solving the succeeding problems for as little 

as 5 percent of the effort required to solve the initial problem. 

In addition, if the problems are of the type that produces systems of 

heterogeneous coefficients, there may be complications in the iterative 

methods, whereas the direct methods are not as sensitive. 

The power of this method is its ability to handle efficiently matrices 

exhibiting second level banding which lends itself to partitioning into sub

matrices which in turn are also banded. 

Therefore, in the methods to be presented, we are assuming the widths of 

the second level bands (N l ' N2 , ••• ) are small relative to K, the order of 

the submatrices, and the overall band width is small and problems of the 

type AW = F are expected. 

3 
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I, J+I 

'" 2 

"" "". 
'" 

A 

Fig 2.1. Coefficient matrix for a general J-wide operator. 

J+I 
2 



Figure 2.1 shows a general J-wide partitioned matrix. Figures 2.2, 2.3, 

and 2.4 show a specific instance of a coefficient matrix resulting from the 

application of a five-wide difference operator to a real grid. 

In most instances, we also know that the coefficient matrix is symmetric 

in addition to being positive definite. Since we can take advantage of this 

additional knowledge, we will develop two procedures: one for the symmetric 

case, one for the nonsymmetric case. 

5 

We have stated that we will limit ourselves to coefficient matrices which 

can be partitioned into three and five-wide bands. In terms of our difference 

operator, this restricts its vertical width but leaves the horizontal dimen

sions completely general. If we think of our coefficient matrix without ref

erence to a difference operator, this merely means the respective widths of 

the bands are arbitrary up to the width of the submatrix itself. Of course, 

for the symmetric case, the bands must be symmetric about the main diagonal, 

e.g., Nl = N5 and N2 = N4 (refer to Figs 2.5 through 2.10). 

Nonsymmetric Case 

In the case where the operator is applied once and only once at each grid 

point, the respective widths of the subbands will be Nl , N2 , and N3 for 

the three-wide case and Nl , N2 , N3 , N4 , and N5 for the five-wide. 

To insure this form and the narrowest band width, we must enforce the 

ordering of the mesh points as shown in Fig 2.11. 

If we think of applying our operator, this tells us we apply it first to 

the bottom row of points from left to right. Then we go to the second row and 

so on, moving upward. If we now look at the partitioned matrix of Fig 2.4, we 

see that each submatrix has order K (K X K elements) and the stiffness matrix 

is composed of L X L submatrices. If we look at that portion of the coeffi

cient matrix formed by applying the operator to the ith row and for convenience 

assume we have a five-wide operator, we have the nonsymmetric case shown in 

Fig 2.12. Referring to the figure, we have 

f. 
1 

(1) 
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Fig 2.2. Typical five-wide 
difference operator. 

K=X+3=8 
Fig 2.3. A specific discrete 

model. 

Fig 2.4. Coefficient matrix resulting from the application 
of the difference operator of Fig 2.2 to the dis
crete model of Fig 2.3. 



+ 
Fig 2.5. A typical three

wide difference 
operator. 

0----~----@ 
0--------t----------@ 

0+-® 

Fig 2.7. General three
wide operator. 

Fig 2.9. Coefficient matrix 
resulting from a 
general three-wide 
difference operator. 

Fig 2.6. A typical five
wide difference 
operator. 

0---+---0 
0-+0 

0--------~---------@ 
• 

0-----t-----@ 
0---t---® 

Fig 2.S. General five
wide operator. 

Fig 2.10. Coefficient matrix 
resulting from a 
general five-wide 
difference operator. 
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• • · - -- . V,I V,2 V,X 

I 

• • • --- - • 2,1 2,2 2,X 

• • • ----- • 1,1 1,2 I,X 

X:! V 

Fig 2.11. Imposed ordering of grid points. 
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i
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Wi • 2 

Fig 2.12. ith partition of five-wide stiffness matrix. 



Assume 

Then 

and 

A. 2 + B. 2w. 1 + Ci 2wi 1.- 1.- 1.- -

Substitution into Eq 1 to eliminate the variables 

rise to an equation with the form of Eq 2 where 

and where 

D.(E.A. 1 + a.A. 2 - f.) 
1. 1. 1.- 1. 1.- 1. 

C. 
1. 

= 

= 

D. (E.C. 1 + d.) 
1. 1. 1.- 1. 

D.e. 
1. 1. 

D. - (a. C. 2 + E. B. 1 + c.) 
1. 1. 1.- 1. 1.- 1. 

E. a.B. 2 + b. 
1. 1. 1.- 1. 

-1 

9 

(2) 

and gives 

A, B, and C are referred to as recursion coefficients and D and E as 

recursion multipliers for the five-wide case. 

Now with the appropriate starting values, we have an efficient two-pass, 

matrix elimination procedure. 



10 

For the three-wide band, we have a similar situation where by referring 

to Fig 2.13 we see that 

Assume 

Then 

w. 
~ 

= A. + C.w'+l ~ ~ ~ 

A. l+C, lW' 
~- ~- ~ 

= f. 
~ 

(3) 

(4 ) 

Substitution into Eq 3 to eliminate wi _l gives rise to an equation with the 

form of Eq 4 where 

A. = D. (b.A. 1 - f i ) 
~ ~ ~~-

C. D.d. 
~ ~ ~ 

and 

(b.C. 1 + 
-1 

D. = c. ) 
~ ~ ~- ~ 

In the preceding derivations, the sign (-) represents matrix negation, the 

sign (+) represents matrix addition, (-1) represents matrix inversion, and 

concatination indicates matrix multiplication. 

Symmetric Case 

For the symmetric five-wide case, if we look at the ith partition we have 

what is shown in Fig 2.14. Applying the same type of analysis as done for the 

nonsymmetric case gives rise to the identical recursion equations with a. 
~ 



i-I 

i., 

" " "- I I 

" " " ", I 

~ 
Wi_I I I 

® WI :: td 
Wi., I I 

", " " "- I I """ I I 

F' 2 13 .th i' f h id iff i 19 • • 1 part t10n 0 t ree-w e st ness matr x. 

® :: 

I I 
I I 
I I 

.~ 
I 
I 
I 

Fig 2.14. 
th i partition of five-wide symmetric stiffness matrix. 
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replaced by 

for the 

'f 
and b. by d. 1 

1 1.-
This yields several important results 

and B. 
1 

five-wide 
'f 

= D.E. 1 • 
1 1+ 

case, namely, that EiBi _ l ' and therefore D
i

, are symmetric 

We shall later see that this leads to approximately a 50 

percent reduction in time for both the three and five-wide cases. 

Making the substitutions in Eq 3 gives us 

A. D. (E.A. 1 + 'f 
f.) e

i
_

2
A

i
_

2 -
1 1 1 1- 1 

B. = D. (E. C. 1 + d.) 
1 1 1 1- 1 

C. D.e. 
1 1 1 

and 

'f -1 
D. = -(e. 2C, 2 + E.B. 1 + c i ) 

1 1- 1- 1 1-

(5) 

In the following definitions and theorems A and B are square matrices 

and x is a vector. 

De fin it ions 

I. The statement that A is symmetric means that for all a , 
a .. = a ... 

1J J 1 

II. The statement that A is positive definite means that for any non
zero vector x, xTAx > 0 . 

Theorems 

I. If A and B are symmetric, then A + B is symmetric. 

II. If A is symmetric, then for all scalers c, cA is symmetric. 

III. A + AT is symmetric. 

IV. If A is symmetric, then BABT is symmetric. 



V. 

VI. If A 

VII. 

is symmetric, then 
-1 

A is symmetric. 

Proof of the symmetry of D for the five-wide case: 

Given Eq 5 and the boundary conditions 

= = = = = 

and that the coefficient matrix 

symmetric and positive definite. 

s and its diagonal partition 

For i 

Let D. 
1. 

1 and i 

= 

Therefore 

::: 

-1 -D 
i 

2 

which is symmetric 

is symmetric from VI and II 

13 

¢ 

c. are 
1. 

'T d
1
D1d1 is symmetric because of IV and finally D2 is symmetric because 

of I. Therefore D2 is symmetric from VI and II. 
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Assume D. is symmetric for i = k-2 and i ::: k-1 
l. 

We now need to show that Bk 
1" 

::: DkEk+1 
. 

To do this we will use an inductive proof within our main induction. 

For j == 1 

1"B + d1" 
eO 0 1 

Therefore 

Assume for j k-1 

Therefore 

(6) 

From Eq 5 



Therefore 

From Eq 5 

and 

substituting Eq 9 into Eq 8 gives 

and substituting Eq 7 and Eq 10 into Eq 6 gives 

Therefore 

and 

B. 
] 

j 

= 

1 , 2 , . .. , k 

15 

(7) 

(8) 

(9) 

(10) 

(11) 
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and D
k

_2 have been assumed to be symmetric we have that 

e~ D~ e are both symmetric because of IV and finally 
k-2 k-2 k-2 

15k 
is symmetric from the successive application of I. Therefore Dk is 

symmetric from VI and II and by induction we conclude that D. is 
1 

symmetric for all i ;:; 1, 2, Given this we can now conclude that 

B. 
~ 

for all i 1, 2, (12) = Di Ei+l = ... 
1 

and therefore E.B. 1 is symmetric for all i = 1, 2, ••.• 
1 1-

The proof is similar but less involved for the three-wide case. 

Making these substitutions into Eq 5 gives us our final set of equations 

for the symmetric case. 

Five-wide case 

A. D. (E.A. 1 
~ 

= + e. 2A. 2 
1 1 1 1- 1- 1-

B. 
~ 

= DiEi+l 1 

c. D.e. 
1 1 1 

~ 
D. -(e. 2e. 2 + E.B. 1 

1 1- 1- 1 1-

= ~ B + d~ e. 1 . 1 1· 1- 1-

Three-wide case 

A. 
1 

~ 
Di (d. lA. 1 - f.) 

1- 1- 1 

= D.d. 
1 1 

- f k) 

-1 
+ c i ) 

(13) 
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D. 
~ 

,. -1 
-(d. lC. 1 + c.) 

~- ~- ~ 
(14) 

If we compare the recursion inversion algorithm with the elimination 

(a la Gauss) methods, we see analogous patterns. The first phase, in which the 

recursion coefficients and multipliers are calculated, is analogous to the 

triangularization phase of the elimination methods. The second phase, in 

which the recursion equation is solved for the unknown vectors, is analogous 

to the back-substitution phase. 

In the following section we will see that there is also a similar pat

tern in the way multiple constant vectors can be handled. 

Multiple Constant Vectors 

A very important part of any solution scheme is its ability to handle 

problems where for the same coefficient matrix there are numerous constant 

vectors. We represent this by AW = F where F = (f
l

, f
2

, ••. , f~) • This 

actually represents ~ individual problems, 

f2 ' and so forth. 

One way to handle this problem, which seems appealing at first glance, 
-1 

is the classical solution w. = A f. , i = 1,2, ... , ~. This requires 
~ ~ 

N
2 

multiplications for each vector, which is approximately the same amount 

required for back substitution, given an upper triangularized matrix or some 

analogous factorization. But since it requires approximately N
3 multipli-

. A-I d 1 N3/3 f 1 cat~ons to compute an on y or the e imination or decomposition 

methods, we see that the latter are preferable. The above analysis was done 

with the assumption that A had no special properties. In the case where 

A is banded, the comparison between the two alternatives becomes even more 

striking, because the decomposition methods can readily take advantage of the 

banding whereas the inverse of a banded matrix is not necessarily banded and 

therefore in general cannot take advantage of this additional information. 

If we now consider the recursion inversion approach, we see that the 

introduction of multiple f's requires only that for each vector we need to 

recalculate recursion coefficient A and circumvent the calculations of B, 

C, D, and E, all of which is approximately equal to the work required for 
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banded decomposition. In addition, we see that the work required to calculate 

A is approximately equal to that needed for the transformation of the con

stant vector F and banded back substitution. 

For the sake of discussion and for descriptive purposes in the flow 

charts, we categorize problems in the following manner: 

Given AW F ,where F 

We refer to this as a standard problem 

when AW F ,where F 

f1 is referred to as the parent problem and f
1

, i 2, 3, ... , £, are re-. -

ferred to as offspring problems. 

While it is true that f1 through f£, are all of equal importance from 

the solution standpoint, the distinction between f1 and the other fls was 

made because in the recursion inversion procedure, the original vector is 

operated on concurrently with the calculation of the recursion coefficients. 



CHAPTER 3. EFFICIENCY, SPEED, AND SIZE 

To program the recursion inversion procedure in the most efficient 

manner, it is necessary that the implied matrix operations not be done expli

citly, but by banded matrix operation routines which do only the necessary 

operations. Also, to save storage as well as time, we pack these submatrices, 

thereby eliminating the zero elements which lie between the bands. Also, to 

minimize internal core memory requirements, only one level (horizontal parti

tion) will actually be generated at any given time. The packing procedures 

necessary are explained fully in Appendix C. 

Computations 

To compute the amount of work necessary, let us first consider in parti

cular the five-wide nonsymmetric case. Let us also assume N1 and NS are 

small relative to K (the submatrix order), where and are the 

respective band widths of the outside bands. Therefore, the overall band 

width is ~ 4K + 1 , and for simplicity and because of the above assumption, 

let us use 4K. 

If we look back at the recursion coefficients, we see that the dominant 

operations are the two full matrix multiplications in B and the one multi

plication and inversion to get D. Referring to Fig 2.4 for the definition 

of K and L, we define N as K times L. Each of these requires K3 

multiplications. These must be repeated L times giving us an approximate 

estimate of 

= 

2 
4K N 

which is the amount needed for a comparable form of banded Gaussian e1imina-

tion. 

19 
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If we consider back substitution or the necessary work required for 

additional constant vectors, we see that this involves only the computation 

of the recursion coefficient A and then the application of the recursion 

equation (Eq 2, p 4). The former requires roughly (2K + l)N multiplications 

while the latter takes 2KN making the total (4K + l)N , which also com

pares almost identically with banded Gaussian back-substitution. 

We have used banded Gaussian elimination as a yardstick because, as was 

mentioned in Chapter 1, it is much more expedient than taking the actual 

inverse and in fact it has been proven that no direct method can take less 

computation than Gaussian elimination for a nonsymmetric matrix. 

We find that for the three-wide nonsymmetric case, the recursion inver

sion method also is approximately equivalent to banded Gaussian elimination 

from the standpoint of computations involved. As was mentioned earlier, the 

additional information of symmetry reduces both solutions by approximately 

50 percent. 

Accuracy 

Error analysis indicates that for well-conditioned problems at least 

four significant digits will remain for up to 100,000 equations, where a 60-

bit word length is used. In both the nonsymmetric and symmetric case, the 

routines are such that one can take advantage of the accurate accumulation of 

inner-products, which can be very helpful for problems that are ill-condi

tioned. Greater advantage of this can be taken in the symmetric case because 

a compacted inversion routine is employed which also takes advantage of the 

accurate accumulation of inner-products. 

Storage 

For all practical purposes the storage requirements are consumed by the 

recursion coefficients (Table 3.1). Although it is not necessary, the entire 

solution vector has been retained in the core for convenience. 

For a single vector problem, the auxiliary storage is reduced to 

N(2K + 1) as one would expect. For the symmetric case we no longer need 

B
i

_
2 

but its space is replaced by Ei +l • Also, only C. 2 
~-

actually occurs 

in the revised formulas, but C. 1 
~-

is needed as temporary storage. However, 

by judicious arrangement, we have been able to use Bi _ l as a temporary and 
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TABLE 3.1. STORAGE FOR FIVE-WIDE CASE (NONSYMMETRIC) 

Total Storage Core Auxiliary 

A. K • L K K • L 
1 

A. 1 K K 0 
1-

A. 2 K K 0 
1-

B. 
2 

K L = K·N K2 K2 • L 1 

B. 1 K2 K2 0 
1-

B. 2 K2 K2 0 
1-

C. 
2 

K L = K·N K2 K2 • L 1 

C. 1 K2 K2 0 
1-

2 K2 C. 2 K 0 
1-

D K2 • L K2 2 
K L* 

E K2 • L K2 K2 • L* 

W. K • L K • L 0 
1 

* (This storage is necessary for multiple vector problems only.) 

Total core storage 

Total auxiliary storage 

8K
2 + 3K + K • L 

4K2L + K • L 

delete the need for a storage slot for C. 2 • 1-

for the symmetric five-wide case is reduced by 

Table 3.2 describes an analogous situation. 

N(4K + 1) 

Therefore, the core storage 

K2 • 

For a single vector problem, the auxiliary storage is reduced to 

N(K + 1) 

the pair K 

It should now be ob~ious why K is chosen to be the smaller of 

L. Although the order of the stiffness matrix (N = K • L) 

is not changed, the band width is directly proportional to K ; therefore it 

should be the smaller to reduce both the core storage and computational 

requirements. 
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TABLE 3.2. STORAGE FOR THREE-WIDE CASE 

Total Storage Core Auxiliary 

A. K L K K . L 
~ 

A. 1 K K 0 
~-

C. K2L K2 K2L 
~ 

D. K2L K2 lL* 
~ 

W. K • L K • L 0 
~ 

* (This storage is necessary only for multiple vector problems.) 

Total core storage (T ) 
c 

2K2 + 2K + K • L 

Total auxiliary storage 
2 

2K L + KL N(2K + 1) 

Let us assume we had a problem that yielded a five-wide problem in 

which K = 10 and L = 20 : 

T 
c 

2 
8 • 10 + 3 • 10 + 10 • 20 1030 

In these computations we have been neglecting the storage necessary for 

the coefficient matrix itself, but, since we only need one partition at a 

time, this storage is negligible. If, in our example, we assume a typical 

1-3-5-3-1 operator (refer to Fig 2.2), the additional storage required would 

be (1 + 3 + 5 + 3 + 1)10 130 , which is not only small compared to 1030 

but, as L increases, will not change since it is dependent only on K. 

Also as K increases, this number increases linearly, whereas our total 

core storage requirement (T) increases quadratically. 
c 
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Timing 

Figures 3.1 and 3.2 show the time in seconds for the solutions to 

problems having square grids (L = K) • For rectangular grids (L > K) the 

time increases in direct proportion to 

ing the time from Fig 3.1 or Fig 3.2 by 

L and may be estimated by multiply
L * 
K 

* All runs were made on a CDC 6600, with the SCOPE 2.0 RUN compiler. 

Basic execution time in minor cycles: 

division 

multiplication 

addition 

29m. c. 

10 m.c. 

4 m.c. 

1 m.c. 250 nanoseconds. 
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Fig 3.1. Time graph for three-wide solver. 



800 

700 

600 

500 

<> 400 ... .. 
.; 
.5 
I-

300 

200 

100 

40 

NonsymmetriC Parent Problem 

(Using Solution Package on 

Actual Production Program 

Utilizing a 1- 3-5-3-1 Operator) 

Nonsymmetric Parent Problem 

Symmetric Parent Problem 

Offspring Problem 

50 60 

K 

Fig 3.2. Time graph for five-wide solver. 

25 

70 



!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
"#$%!&'()!*)&+',)%!'-!$-.)-.$/-'++0!1+'-2!&'()!$-!.#)!/*$($-'+3!

44!5"6!7$1*'*0!8$($.$9'.$/-!")':!



REFERENCES 

1. The American Standards Association, "American Standard FORTRAN," New 
York, 1966. 

2. Panak, John J., and Hudson Matlock, "A Discrete-Element Method of Multiple
Loading Analysis for Two-Way Bridge Floor Slabs," Research Report 
No. 56-13, Center for Highway Research, The University of Texas at 
Austin, January 1970. 

3. Stelzer, C. Fred, Jr., and W. Ronald Hudson, "A Direct Computer Solution 
for Plates and Pavement Slabs," Research Report No. 56-9, Center 
for Highway Research, The University of Texas, Austin, October 
1967. 

27 



!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
"#$%!&'()!*)&+',)%!'-!$-.)-.$/-'++0!1+'-2!&'()!$-!.#)!/*$($-'+3!

44!5"6!7$1*'*0!8$($.$9'.$/-!")':!



APPENDIX A 

FLOW CHARTS AND LISTINGS OF MAIN ROUTINES 



!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
"#$%!&'()!*)&+',)%!'-!$-.)-.$/-'++0!1+'-2!&'()!$-!.#)!/*$($-'+3!

44!5"6!7$1*'*0!8$($.$9'.$/-!")':!



APPENDIX A. FLOW CHARTS AND LISTINGS OF MAIN ROUTINES 

TRIP 3 Listing 

TRIP 4 Listing 

TRIP 3 & 4 Flow chart 

FRIP 3 Listing 

FRIP 4 Listing 

FRIP 3 & 4 Flow chart 

TRIP: Three-wide Recursion Inversion Procedure 

FRIP: Five-wide Recursion Inversion Procedure 
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C******* NOTATION 
C A 
C AM1 
C ATM 
C C 
C CM1 
C D 
C BB 
C CC 
C DD 
C FF 
C W 
C N 1 
C N2 
C N~ 
C ML 
C 
C 
C NI( 
C NL 
C NF 
C Ll 
C L2 
C L~ 

FOR TRIP 3 
RECURSION COEFFICIfNT 
RECURSION COfFFTCIENT 
TEMPORARY VECTOR 

A I I) ) 
AII-1) 

RECURSION COEFFICIENT CII)) 
RECURSION COEFFICIENT CII-1) 
RECURSION MULTIPLIER DII)) 
SUB-MATRIX I LITTLE BII) ) 
SUB-MATRIX I LITTLE CII) ) 
SUB-MATRIX I LITTLE DI I) ) 
SUB-MATRIX VECTOR I LITTLE FII) ) 
SOLUTION VECTOR I STOREI'> AS TWO-DIMFNSIONAL 
BAND WIDTH OF BB 
BAND WIDTH OF CC 
BAND WIDTH OF 1)1'> 
PROBLEM TYPE SWITCH 

ORDER OF SUBMATRICES 

NEGATIVE FOR OFFSPRING 
ZERO FOR STANDARD 
POSITIVE FOR PARENT 

MATRIX ORDER OF OVERALL COEFFICIENT MATRIX 
STARTING VALUE FOR MAIN DO LOOP 
VARIABLE DIMENSION PARAMETER REQUIRED 
VARIABLE DIMENSION PARAMETER OOTIONAL 
VARIABLE DIMfNSION PARAMfTfR OPTIONAL 



SUBROUTINE TRIP3 I Ll,L2,L3,ML,A,AMl,ATM,C,D, 
1 B~,CC,DD,FF,W,Nl,N2,N3 1 

C******* 
C******* 
C 
C 
C 
C 

THE LATEST REVISION DATE FOR THIS PROGRAM IS - - - -
THIS GRUUP OF 10 SUBROUTINES PROVIDES THE USER WITH AN 
EFFICIE~T GENERAL SPARSlLY BANDED EQUATION SOLVER 
ITHE MATRIX IS A~SUMED TO BE POSITIVE DEFINITE) 
WHICH CAN HANDLE UP Tu 3 GROUPS OF BANDS, EACH 
UF ARBITRARY WIDTH 

C******* THI~ RU0TINl SUPERVI~LS ~ ~UBROU11Nl~ , H OF WHICH 
C 
C 
C 
C 
C 

ARl SELF-5UFFICI~NT A~D CUMf AS A PACKAGEI SUMP 6 1, THE 
REI"IA I ~I j~G UNl GE:.f'lERA H.S AND PACKS THE:. S TI FFNESS 
MATRIX AS uUTLINED IN THE APPE~DIX UF THE RELATED REPORT 
THIS RUUTlNl MUST Bl ~UPPLltD bY THl lJSLR SINCE 
IT DESCRIBES HIS PARTICULAR PROBLEM 

C******* IN THE MAIN PROGRAM THE FOLLOWING CAN BE EQUIVALENCED 
C I ATM , CC j 

C******* 
C 

SCRATCH TAPE~ SHOULD bE REuUESTED FOR TAPES 1 AND 2 
TAPE 3 WuRKS APPRUPRIATlLY AS A DISK FILE, BUT A SCRATCH 
TAPE CAN bl USED IF NlCCE:.SARY OR DESIRED. C 

C 
100 

DIMl~~IU~ AILI ) , AMIILl ) , ATMILI 
1 CILl,Ll) DILl,Ll) ~IL2,L3) 

2 ~bILl'Nl) CCILl,N2) DDI~3,Ll) 
COMMUN IRII ~K , NL , NF 
REWIND 1 
REWIND 2 
REWIND 3 

IFI ML ) 140, 100, 100 
SET INITIAL CONDITIONS 

DU 13? I = 1 , NK 
Du 130 J = 1 , NK 

(( I ,JI 0.0 
130 CUNT I NUE 
U5 CuNTINUl 
140 uu 150 I 1, NK 

All) = 0.0 
150 CUNTINUl 

FF ILl 

20MYM 
2UMYM 
01AG~ 

23MR~ 

IlJA~ 

12MRtl 
IlJAb 
IlJA~ 

23MR~ 

ulAG~ 

IlJA~ 

23MRM 
IIJA~ 

IlJA~ 

20MYA 
2UMY8 
Ll5MRb 
20MY~ 

2uMY~ 

2Ut-!YM 
2I.;MY~ 

v8APtl 
~ IF Etl 
llJAH 
IlJAil 
18JAH 
l1JA8 
l1JA~ 

UIFE8 
lJIFftl 
12MR~ 

IlJA~ 

llJAtl 
lJIFE8 
2lJMY~ 

IlJAA 
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C******************************************************************************* 
C BEGIN FURWARD PASS SOLV~ FOR RECURSION COEFFICIENTS 
C******************************************************************************* 
C • • • • • • • • • • • • • • • • • • • • • • • • •• 

C 

C 
210 

C 
220 

C 

C 
280 

C 

400 

C 
500 

C 
600 

10UO 
C 

DO 1000 J = NF , NL 
JJ = J 

FORM SUB-MATRICES 
CALL F~UB31 ( LI,L2,L3,B8,CC,DD,FF,ML,JJ,N1,N2,N3 
CALL RFV (AMI, A ,LI, 1 ,NK) 

IFI ML ) 210,220,220 
REAU D MULT!PLI~R FRuM TAP~ 3 

READ (3 1 {( D 1 I ,K I • I :: 1, N K) , K = 1, N K I 
GO TO 2tW 

CALCULATE KECURSION MULTIPLIER D 
CALL MBFV (B8, C ,D ,L1, L1 , NK 
CALL ABF CC ,D ,D ,L1, NK , N2 
CALL INVR5 D ,Ll. NK 

NI I 

CALLCFV (D ,Ll,Ll.NK,-1.1 
CALCULATE RECURSION COEFFICIENT C 

CALL MFB (D ,DD, C ,LI, NK , N3 
CALCULAT~ ~ElURS1UN COEFFICIENT A 

CALL MbFV (~B, AMI, ATM, L1 , 1 
CALL ASFV I ATM, FF , ATM, L1 , 1 
CALL MFFV I D • ATM, A • Ll • I 

SAVE A CUEFFICIENT ON TAPE 1 
WRITE III (All). I :: I.NK I 

IF! ML ) 400. 600, 500 
READ 12) 

GO TO 1000 
SAVE D MULTIPLIER ON TAPE 3 

• NK • NI 
, NK , -1 
• NK 

WRITE (3) «( D( I.K) , I = I.NKI , K :: 1.NK 
SAVE C CUEFFICIENT ON TAPE 2 

WRITE 121 I( CII.KI • I :: 1.NKI • K = l,NK 
(ONTINU~ 

• • • • • • • • • • • • • • • • • • • • • • • • • • • 

OIFEB 
11JA8 
11JA8 
12MR8 
2uMY8 
U8APB 
12MRtl 
12MR8 
llJA8 
12MRtl 
2 UMY8 
12MR8 
15MR8 
2UMY8 
llJM 
12MR8 
llJM 
2uMY8 
2uMYtl 
2UMY8 
llJM 
UlFE8 
IlJA8 
18JA8 
11JA8 
12MR8 
12MR8 
12MR8 
12MR8 
IlJA8 

• 

• 

• 
• 
• 
• 

• 
• 

• 
• 
• 

• 
• 

• 

• • • •• 
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C**·**************************************************************************** 
C ~E~lN BACKWAkD PASS COMPUTE RECURSION EQUATION 
C******************************************************************************* 

C 

C 

C 

2000 
C 

BACKSPACE 1 2uMYB 
BACKSPACE 2 2UMY8 
CALL RFV (W(NF.NLI. A • Ll • 1 • NK I OlAG8 

NLMI = NL - 1 20MY8 . . . . . . . . . . . . . . . . . . . . . 
DO 2000 L = NF • NLMI 

J = NLMI + NF - L 
BACKSPACE 1 
BACKSPACE 2 

READ A COEFFICIENT FROM TAPE 1 
READ (11 (A(l)o 1 ::I 1.NK I 

READ C CUEFFICIE~T FROM TAPE 2 
READ .(21 « C(l.K) • 1 = 1.NKI • K = 1.NK ) 
BACKSPACE 1 
RACKSPACE 2 
CALL MFFV (C • WINF.J+ll.AMl. Ll • 1 
CALL A~FV (A • AMI. W(NF.J) • Ll • 1 

CONTI NUE 

• NK 
• NK • +1 ) 

• • • • • • • • • • • • • • • • • • • • • 
RETURN 
END 

. . . . . . 

• • • 
2UMY8 
20MY8 
IlJAB 
18JAB 
11 JAtl 
OlFE8 
12MRB 
12MR8 
llJA8 
18JAB 
OlAGB 
01AG8 
llJA8 
• • • 
IlJAB 
IlJA8 

.. 
• 
• 
• 

• 
• 
• 
• 
• 
• 
• 

•• 
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C******* NOTATION 
C A 
C AMI 
C ATM 
C C 
C CMl 
C 0 
C DTl 
C CC 
C DO 
C FF 
C W 
C Nl 
C N2 
C ML 
C 
C 
C NK 
C NL 
C NF 
C Ll 
C L2 
C L3 

FOR TRIP 4 
RECURSION COEFFICIENT 
RECURSION COEFFICIENT 
TEMPORARY VECTOR 

A ( I) ) 
A ( 1-1 ) 

RECURSION COEFFICIENT C(I)) 
RECURSION COEFFICIENT C(I-l) 
RECURSION MULTIPLIER 0(1)) 
SUB-MATRIX ( LITTLE 0(1-1) TRANSPOSE 
SUB-MATRIX ( LITTLE C(I) ) 
SUB-MATRIX ( LITTLE 0(1) ) 
SUB-MATRIX VECTOR ( LITTLE F(I' , 
SOLUTION VECTOR ( STORED AS TWO-DIMENSIONAL 
BAND WIDTH OF DO 
BAND WIDTH OF CC 
PROBLEM TYPE SWITCH 

ORDER OF SUBMATRICES 

NEGATIVE FOR OFFSPRING 
ZERO FOR STANDARD 
POSITIVE FOR PARENT 

MATRIX ORDER OF OVERALL COEFFICIENT MATRIX 
STARTING VALUE FOR MAIN DO LOOP 
VARIABLE DIMENSION PARAMETER REQUIRED 
VARIABLE DIMENSION PARAMETER OPTIONAL 
VARIABLE DIMENSION PARAMETER OPTIONAL 



SUBROUTINE TRIP4 I L1,L2,L3,ML,A,AM1,ATM,C,D, 
1 DT1,CC,DD,FF,W,N1,N2 ) 

C******* THE LATEST REVISION DATE FOR THIS PROGRAM IS - - - -
C******* THIS GRUUP OF 13 SUBROUTINES PROVIDES THE USER WiTH AN 
C 
C 
C 
C 
C******* 
C 
C 
C 
C 
C 

EFFICIENT GENERAL SPARSlLY BANDED EQUATION SOLVER 
ITHE MATRIX IS ASSUMED TO BE SYMMETRIC AND POSITIVE DEFINITE) 
WHICH CAN HANDLE uP T0 3 GROUPS OF BANDS, EACH 
UF ARBITRARY WIDTH 
THIS RuUTINl S~PlRVISlS 12 SUBROUTINlS • 11 OF WHICH 
ARE SELF-SUFFICIE~T A~D COME AS A PAC~AGEI SUMP 6 I, THE 
REMAINING UNe GENERATeS AND PACKS THE STIFFNESS 
MATRIX AS UUTLINED I~ THE APPlNDIX UF THE RELATED REPORT 
THIS ROUTINE MUST BE SUPPLIED BY THE USER SINCE 
IT DESCRIBES HIS PARTICULAR PRORLFM 

C******* IN THE MAIN PROGRAM THE FOLLOWING CAN RE EQUIVALENCED 
C I ATM , CC I 
C******* 
C 

SCRATCH TAPLS SH0ULD BE REQUESTED FOR TAPES 1 AND 2 
TAPE 3 WURKS APPRuPRIATELY AS A DISK FILE , BUT A SCRATCH 
TAPE CAN Bl USED IF NECCESARY OR DESIRED. C 

C 
100 

130 
135 
140 

150 

DIMENSION AIL1 I ,AM1ILl I ,ATM(L1 ) 
1 C(L1,L1) DILl,Lll WIL2,L3) 
2 DT1IL1,N11, CCIL1,N21 DDIN1,L1I 

CUMMON /RI/ NK , NL • NF 
REWIND 1 
REWIND 2 
REWiND 3 

IFI ML ) 140, 100, 100 
SET INITIAL CONDITIONS 

DO 135 I = 1 , NK 
DU 130 J = 1 , NK 

C(I,JI = 0.0 
CUNTINUE 
CUNTINuE 
DO 150 I = 1 , NK 

A(II = 0.0 
CONTINUE 

FF ILl 

20MY8 
20MY8 
01AG8 
23MRI:i 
llJA8 
12MR8 
llJA8 
llJAtl 
23MRtl 
u1AG8 
IlJAB 
23MR8 
llJA8 
11JA8 
20MY8 
20MY8 
U5MR8 
2UMY8 
2UMY8 
2uMY8 
2uMY8 
U9AP8 
u1FE8 
IlJA8 
IlJA8 
1BJAtI 
IlJA8 
IlJA8 
UIFE8 
u1FE8 
12MR8 
11JAH 
llJA8 
01FE8 
20MY8 
IlJA8 
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C******************************************************************************* 
C BEulN FORWARU PASS SOLVE FOR RECURSION COEF~ICIENTS 
C******************************************************************************* 
C • • • • • • • • • • • • • • • • • • • • • • • • •• 

C 

C 

C 

C 

C 

C 

C 

C 

UO 1000 J = NF • NL 
JJ = J 

FORM SUB-MATRICES 
CALL FSUB32 ( Ll.L2.L3.DT1.CC.DD,FF.ML.JJ,Nl.N2 
CALL RFV I AMl. A • Ll • 1 • NK I 

IF( ML ) 21U. 220. 220 
REAL) D MULTIPLIER FROM TAPE 3 

210 READ (3) (( DII.KI • I = 1.NK) • K = 1.NK ) 
GO TO 280 

CALCULATE RECURSIuN MULTiPLIER D 
220 CALL MBFV DT1. C • D • L1 • Ll • NK • Nl I 

CALL ABF CC • D • D • L1 • NK • N2 
CALL INVRb D • Ll • NK 
CALL CFV (D • L1 • L1 • NK • -1.) 

CALCULATE KECURSiON COEFFICiENT C 
CALL MFB (D • DO • C • Ll • NK • Nl 

CALCULATE RECURSION ,uEFFICiENT A 
280 CALL MdFV C DT1. AM1. ATM. LI • 1 • NK • Nl 

CALL ASFV I ATI"I. FF • ATM. Ll • 1 • NK • -1 
CALL MFFV (t) • ATM. A • Ll • '1 • NK 

SAVE A COEFFICIENT ON TAPE 1 
WRITE III (All). I = 1.NK j 

IF( ML I 400. bOO. 500 
400 READ (2) 

GO TO 1000 
SAVE D MULTIPLiER ON TAPE 3 

500 WRITE (3) «( DII.K) • I : 1.NK) • K = 1.NK 
SAVE C COEFFiCiENT ON TAPE 2 

bUO 
10UO 

C 

WRiTE (2) II CII,K) • I : 1.NK) • K = 1.NK 
CONTINUE 

• • • • • • • • • • • • • • • • • • • • • • • • • • • 

U1FEB 
lUAB 
llJAB 
12MR8 
20MYB 
Q9AP8 
12MR8 
12MR8 
llJA8 
12MR8 
20MY8 
12MRB 
15MR8 
20MyB 
12MR8 
i2MR8 
I1JAd 
2UMY!:! 
21.1MYd 
2VMYB 
IlJA8 
VIFE8 
llJA8 
18JAB 
11 JAB 
12MRB 
12MR8 
12MR8 
12tltRB 
11JA8 

• 
• 

• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

• 

• • • •• 
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C******************************************************************************* 
C BEGIN BACKWARO PASS COMPUTE RECURSION EUUATION 
C******************************************************************************* 

BACKSPACE 1 2uMY~ 

BACKSPACE 2 2UMYB 
CALL RFV I WINF.NL). A • Ll • 1 • NK ) UIAGB 

NLMI = NL - 1 2uMY8 
C • • • • • • • • • • • • • • • • • • • • • • • • •• 

OU 2000 L = NF • Ni.Ml 2uMY8 
J = NLMI + NF - L 20MYB • 

BACKSPACE 1 IlJA8 • 
BACKSPACE 2 18JA8 • 

C REAU A CUEFFICIENT FROM TAPE 1 IIJA~ • 
READ III I A I I ) • I = I.NK j ulFE8 • 

C REAU C CUEt-FICIENT FRUM TAPE 2 12MR~ • 
READ (2) I I C I I .K) • I = 1 .NK) • K = I.NK j 12MRB • 
BACKSPACE 1 I1JA8 
BACKSPACE 2 18JA~ • 
CALL MFFV C • \tIINF.J+l).AMI. Ll • 1 • NK 0IAG~ • 
CALL ASFV I A • AMI. WINF.J) • Ll • 1 • NK • +1 ) UIAG~ 

2000 CUNTINUE IlJA8 • 
C • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • . . 

RETURI'o IlJAB 
END Il..JAd 
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Flow Chart for ~rhree-Wide Recursion Inversion Process 

OFFSPRING --------
PARENT --><->e -
REGULAR -> ->-

I 
I 
I 

I 
t 
I 
I 
I 

I 

\ 

I 
I 

I 

TRIP 3 , TRIP 4 

SUaROUTINE TRIP 

I 
clear storage 
and rewind tapes 

r 
J == NF- NL ) 

I 
FORM 

SUBMATRICES 

I 
shift 'appropriate 

storage 

~ 'i/ 

compute recursion 
multiplier D 

I I 

x V 

compute recursion 
coefficient C 

x V 

compute recursion 
coefficient A 

/ 

- - - BEGIN FORWARD PASS 

------1 
I 
I 
! 
I 

. 
I 

-----~ 

I i 

L _--';---C-ONL-T-INU..L..-E--} ________ J 



I 
I 

t 
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C******* 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

NOTA nON 
A 
AMi 
AM2 
ATM 
B 
BMl 
BM2 
C 
CMl 
CM2 
o 
E 
AA 
BB 
CC 
DD 
EE 
FF 
W 
Nl 
N2 
N~ 
N4 
N5 
ML 

NK 
NL 
NF 
Ll 
L2 
L3 

FOR FRIP 3 
RECURSION COEFFICIENT 
RECURSION COEFFICIENT 
RECURSION COEFFICIENT 
TEMPORARY VECTOR 

A f I I I 
AII-ll 

r AII-21 

RECURSION COEFFICIENT BfII I 
RECURSION COEFFICIENT Bll-l1 
RECURSION COEFFICIENT BII-21 
RECURSION COEFFICIENT CIII I 
RECURSION COEFFICIENT ClI-l1 
RECURSION coEFFICIENT CII-21 
RECURSION MULTIPLIER OIl' I 
RECURSION MULTIPLIER I EIII I 
SUB-MATRIX LITTLE AlII I 
SUB-MATRIX LITTLE BIll I 
SUB-MATRIX LITTLE CIII I 
SUB-MATRIX LITTLE Of II I 
SUB-MATRIx LITTLE EIII I 
SUB-MATRIX VECTOR I LITTLE FIll I 
SOLUTTON VECTOR I STOREn AS TWO-OIMENSIONAL 
BAND wIDTH OF AA 
BAND WIDTH OF BB 
BAND WIDTH OF CC 
BAND WIDTH OF DO 
BAND WIDTH OF EE 
PROBLEM TYPE SWITCH 

ORDER OF SUBMATRICES 

NEGATIVE FOR OFFSPRING 
ZERO FOR STANDARD 
POSITTVE FOR PARENT 

MATRIX ORDER OF OVERALL COEFFICIENT MATRlX 
STARTING VALUE FOR MAIN DO LOOP 
VARIABLE DIMENSION PARAMETER REOUIRED 
VARIABLE DIMENSTON PARAMETER f OPTIONAL 
VARIABLE DIMENSION PARAMETER r OPTIONAL 



SUBRUUTINE FRIP3 I L1.L2.L3.ML.A.AM1.AM2.ATM.B.BM1.BM2.C. 
1 CM1.CM2.D.E.AA.BB,CC.DD.EE.FF.W.N1.N2.N3.N4.N5 

C******* THE LATEST REVISION DATE FOR THIS PROGRAM IS 
THIS GRuU~ UF 10 SUBRUUTINES PROVIDES THE USER WITH AN 
EFFICIENT GENERAL SPARSELY BANDEU EQUATION SOLVER 

C******* 
C 
C 
C 
C 

ITHE MATRIX IS ASSUMED TO BE POSITIVE uEFINITEI 
WHICH CAN HANDLE uP TO 5 GROUPS OF BANDS • EACH 
OF ARBiTRARY WIDTH 

C******* THIS RUUTI~E SUPERViSES 9 SUBROUTINES. 8 OF WHICH 
C 
C 
C 
C 
C 

ARE SELF-SUFFICIENT AND COME AS A PACKAGEI SUMP b I. THE 
REMAINING ONE GENERATES AND PACKS THE STIFFNESS 
MATRIX AS UUTLINED IN THE APPENDIX UF THE RELATED REPORT 
THIS RuUTI~E MUST BE SU~PLIED BY THE USER SINCE 
iT uESCRibES HiS PARTiCULAR PRObLEM 

C******* IN THE MAI~ ~RUGkAM THE FOllUWING CAN BE EUUIVALENCED 
C I ATM • bB I 

C******* 
C 

SCRATCH TAPES SHOULD BE REQUESTED FOR TAPES 1 AND 2 

C 
TAPE 3 WURKS APPRUPRIATELY AS A DISK FILE • BUT A SCRATCH 
TAPE CAN BE USED IF NECCESARY OR DESIRED. 

DIMENSION AIll I • AM11L1 ) • AM21L1 ) 
1 BIL1.Lll • BM1ILl.Lll • t:3M2IL1.LlI • ATMIL1 
2 CIl1.L11 • CM11L1.L11 • CM21L1.L11 
3 DIl1.L11 EIL1.L1) WIL2.L3) 
4 AAIl1.N11 BBIL1.N2)· CCIL1.~31 

5 EEIN5.L1) FFIL1 J 

CUMMUN /RI/ NK • NL • NF 
REWiND 1 
REwiND 2 
REWIND 3 

IFI ML I 140. 100. 100 

DDIL1.N4) 

C SET INITIAL CONDITiONS 
100 UO 135 J = 1 • NK 

liU 130 I = 1 • NK 
BM 1 I I • J I = o. a 
CM 1 I I • J I 0.0 
Bll,JJ = 0.0 
C(!.JI = 0.0 

130 CONTINUE 
13':) CONTINUE 
140 DO 150 I 1. NK 

All) 0.0 
AMlIII = 0.0 

150 CONTINUE 

20MY~ 

20MYB 
- 01AG~ 

20MYtl 
U4JAtl 
12MR~ 
04JA~ 

U4JA~ 

2uMYtl 
01AG8 
04JA8 
23MRtl 
lI4JAtl 
v4JAtl 
2uMY8 
2 JMY8 
U5MRtl 
2l1MY~ 

20MY~ 

2LJMY8 
2LJMY8 
20MYH 
2vMYtl 
U4JA8 
",4JAB 
1.)2F Etl 
04JA~ 

04JA8 
17JAB 
04JA8 
04JA~ 

01FE8 
vlF E8 
U4JA8 
v4JA8 
u4JA8 
v4JAtj 
04JA8 
V4JA~ 

01FE8 
2UMY8 
2UMYA 
u4JA8 
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C*************************~***************************************************** 
C BEGIN FORWARD PASS SOLVE FOR RECURSION COEFFICIENTS 04JAB 
C***************************************~*************************************** 
C • • • • • • • • • • • • • • • • • • • • • • • • •• 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

ItlO 

210 

220 

280 

4UO 

5UO 

600 
1000 

C 

UO 1000 J = NF • NL 
JJ = J 

FORM SUB-MATRICES 
CALL FSUB51 (Ll'L2.L3,AA,bti,CC.DU.[E.Ff.ML.JJ.Nl.N2.N3.N4,N~ 
CALL RFV I AM;.!, AMI. i..l • 1 • NI<. I 
CALL RFV AMI, A • Ll • 1 • NK I 

IF! ML 210. IBO. 180 
CALL RFV tiM2. 8Ml. Ll • Ll • NI<. 
CALL RFV BMI. 6 • Ll • Ll • NK 
CALL RFV CM2. CMI. Ll • Ll • NK 
CALL RFV 1 CMl. C • i...l • Ll • NK 

GO TO 220 
REAU D AND E MULTIPLIlRS FROM TAPE 3 

READ 13j II DII.K) • E(l.~) • I = 1.N~) • K = 1.NK ) 
uU TO 2tlO 

CALCULATt RECURSIUN MULTIPLIER E 
CALL MBFV (AA. 6M2. E • Ll • Ll • NK 
CALL A!;F (B6. [ • l • LI • NK • N2 

CALCULATE RECURSluN MULTI~LIEk D 
CALL MFFV IE. BMI. D • Ll • Ll 
CALL MBFV I AA CM2. C • Ll t Ll 
CALL ASFV I D t C • D • Ll • Ll 
CALL AtlF 'CC. D • D • Ll • NK 
CALL INVR5 D • Ll • NK 

• NK 
NK 

• NK 
• N3 

CALL CFV (D • Ll • i...l • NK • -1.) 
CALCULATE RECURSION (OEFFIECENT C 

CALL MFU (u • EE • C • Ll • NK • N5 
CALCULATl ~ECURSION COEFFIECENT B 

CALL MFFV (E • CMI. ti ,Ll. Ll • NK 
CALL A6F (uD,!; • BM2. LI • ~K • N4 
CALL MFFV I D • 6M2. B ,Ll. LI , NK 

CALCULATE RECURSION (OEFFIECENT A 
CAL L MF F V IE. AM 1. A • L 1 • 1 • NK 
CALL M6FV AA. AM2. ATM, Ll • 1 • NK 
CALL A~FV A. ATM. AM2. Ll , 1 • NK 
CALL ASFV AM2. FF • ATM. Ll , 1 • NK 
CALL MFFV (j) • ATM. A • Ll • 1 • Nt<. 

SAVE A cuEFFICIENT ON TAPE 1 
WRIT[ III I AlII. I = l.NK ) 

IF! ML 1400.600.500 
READ 121 

GU TO 1000 
SAVE D AND E MULTIPLIERS ON TAPE 3 

Nl J 

• N 1 
• +1 

• Nl 
• +1 

-1 

WRITE (3) II DIl.KI.EII.Kh I=l.NKI. K=l.NK) 
SAVE BAND C COEFFICIENTS ON TAPE 2 

WRITE 121 (I BIl.KI.CII.KI. l=l.NKI. K=l.NKI 
CONTINUE . . . . . . . . . . . . . . . . . . . . . . . . . . . 

UlFE8 
(;4JA8 
v4JAtl 
l2MRtl 
2VMY8 
2UMY8 
04JA8 
211MY8 
20MY8 
20MY8 
20MY8 
U4JAU 
l7JA8 
OlFE8 
v4JA8 
li4JMS 
2 IJMYB 
UlFEB 
u4JAtl 
2vMY8 
2(JMY8 
OlAG8 
ulFEB 
OlFE8 
2UMY8 
04JA8 
CllFE8 
U4JA!:I 
2vMY8 
U 1 F E8 
2UMY8 
04JAtl 
2(JMY8 
2uMY8 
2UMY8 
2UMy8 
2l,.,~Y8 

v4JAt; 
V2FE8 
04JA8 
l7JA8 
u4JA8 
l7JAt; 
v2FE8 
17JA8 
U2FE8 
0.4JAB 

• 

• 
• 

• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

• 
• 
• 

• 
• 
• 

• 
• 

• • • •• 
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C******************************************************************************* 
C BEulN BACKWARD PASS COMPUTE RECURSION EQUATION 04JA~ 

C******************************************************************************* 

C 

C 

C 

2000 
C 

BACKSPACE 1 2~MY8 
BACKSPACt 2 2uMY8 
CALL RFV I WINF,NLI, A ,Ll, 1 ,NK I 0IAG~ 

BACKSPACE 1 20MY~ 

BACKSPAC~ 2 2UMY~ 

READ III I All), 1 ::: I,NK I 2UMY8 
READ 121 (( I:HI,K) CII.KIt ::: 1,NK) ,K = 1,NKI 20MY8 
BACKSPACE 1 20MY8 
BACKSPACE 2 20MY~ 
CALL MFFV (13 ,WINF,NLl, AMI, Ll ,1 ,NK JIAGt; 
CALL ASFV (A ,AMI. W(NF,NL-l) • Ll ,1 • NK , +1 UIAG8 

NLM2 ::: NL - 2 2uMY8 
• • • • • • • • • • • • • • • • • • • • • 

DO 2000 L = NF , NLM2 
J = NLM2 + NF - L 

BACKSPACE 1 
BACKSPACE 2 

READ A CUEFFICIENT FRUM TAPE 1 
READ (I) (Allit 1::: I,NK I 

READ BAND C COEFFICIENTS FROM 
READ 121 II BII,KI • CII,K), I ::: 
BACKSPACE 1 
BACKSPACE 2 
CALL MFFV I 
CALL MFFV I 
CALL ASfV 
CALL ASfV I 

CUNTINU~ 

B ,WINF,J+ll.AMl, 
C • WI~F,J+2).AM2. 
AMI, AM2, AMI, Ll , 
A ,AM I, w ( NF ,J I , 

TAPE 2 
I.NK) 

II , 1 
Ll , 1 
1 , NK 
Ll , 1 

• • • • • • • • • • • • • • 
RETURN 
END 

, K = I,NKI 

, NK , NK 
, +1 
, NK , +1 I 

• • • • • • • • • • • • • 

• • • 
2IJMYH 
2 vt-1Y tl 
i.J4JA8 
17JA8 
04JA8 
v2FE8 
17JAti 
02FE8 
v4JA8 
17JA8 
uIAG8 
I.I1AG8 
2vMY8 
UIAG8 
("4JA8 
• • • 

4JA8 
4JA8 

•• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

•• 
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C .................. ... 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

NOTATION 
A 
AMI 
AM2 
ATM 
B 
BMI 
C 
CMI 
CM2 
o 
E 
EPI 
ET2 
DT 
CC 
Ell 
EE 
FF 
W 
NI 
N2 
N~ 
ML 

NK 
NL 
NF 
LI 
L2 
L3 

FOR FRIP ,. 
RECURSION COEFFICIENT 
RECURSION COEFFICIENT 
RECURSION COEFFICIENT 
TEMPORARY VECTOR 

A ( I I I 
A(I-Il 
A ( 1-2' 

RECURSION COEFFICIENT B(II I 
RECURSION COEFFICIENT B(I-II 
RECURSION COEFFICIENT C(II I 
RECURSION COEFFICIENT C(I-II 
RECURSION COEFFICIENT C(I-21 
RECURSION MULTIPLIER D(YI I 
RECURSION MULTIPLIER E(YI I 
RECURSION MULTIPLIER (E(I+II I 
SuB-MATRIX LITTLE E(I-21 TRANSPOSE 
SUB-MATRIX LITTLE 0(11 TRANSPOSE I 
SUB-MATRIX LITTLE C(II I 
SUB-MATRIX LITTLE F(I-II TRANSPOSE 
SUB-MATRIX LITTLE E(II I 
SUB-MATRIX VECTOR ( LITTLE F(II I 
SOLUTION VECTOR ( STORED AS TWO-DIMFNSIONAL 
BAND WIDTH OF EE 
BAND WIDTH OF DO 
BAND WIDTH OF CC 
PROBLEM TyPE SWITCH 

ORDFR OF SUBMATRICES 

NEGATIVE FOR OFFSPRING 
ZERO FOR STANDARD 
POSITIVE FOR PARENT 

MATRIX ORDER OF OVERALL COEFFICIENT MATRIX 
STARTING VALUE FOR MAIN DO LOOP 
VARIABLE DIMENSION PARAMETER REQUIRED 
VARIABLE DIMENSION PARAMETER OPTIONAL 
VARIABLE DIMENSION PARAMETER OPTIONAL 



SUBRUUTINE FRIP4 (Ll,L2,L3,ML,A,AMl,AM2,ATM,B,BMl,EPl,C,CMl, 2UMY8 
27MY8 

IS - - - - 01AG8 
AN 2uMYB 

1 D,E,ET2,ETl,CC,DT,E~,FF,W,Nl,N2,N3 

C******* THE LATEST REVISION DATE FUR Tr1IS PROGRAM 
C******* 
C 

THIS GRUUP OF 15 SUBROUTINES PROVIDES THE USER WITH 
EFFICIENT GENERAL SPARSELY BANDED EQUATION SOLVER 

C 
C 
C 
C******* 
C 
C 

(THE MATRIX IS ASSUMLD TU BE SYMMETRIC AND POSITIVE DEFINITEI 
WHICH CAN HANDLE UP TO ~ GROUPS OF BANDS , EACH 
OF ARBITRARY WIDTH 
THIS ROUTINE SUPERVISES 14 SUBROUTINES, 13 OF WHICH 
ARE SELF-SUFFICIENT AND COME AS A PACKAGE( SUMP 6 I, THE 
REMAINING UNt GENERATES AND PACKS THE STIFFNESS 

C******* MATRIX AS UUTLINED IN IN THE APPENDIX OF THE RELATED REPORT 
C THIS ROUTINE MUST BE SUPPLI~D BY THE UStR SINCE 
C IT DESCRIBES HIS PARTICULAR PROBLEM 
C******* IN THE MAIN PROGRAM THE FOLLOWING CAN RE EQUIVALENCED 
C ( ATM , DT I 
C******* 
C 

SCRATCH TAPES SHOULD BE REQUESTED FOR TAPES 1 AND 2 
TAPE 3 WURKS APPROPRIATELY AS A DISK FILE " BUT A SCRATCH 
TAPE CAN BE USED IF N~C'ESARY OR DESIRED. C 

C 
100 

130 
135 
140 

150 

DIMlNSION A(LI ) ,AMl(LI ) ,AM2(LI 
1 B(LltLlI ,I3Ml(Ll,Lll ,EPl(Ll,Lll ,ATMILI 
2 C(Ll,Lll ,CMl(Ll,Lll D(Ll,L11 
3 E(Ll,Lll ,W(L2,L31 ,ET2(Ll,Nll 
4 DT(Ll,N21 CC(Ll,N31. ETl(Ll,Nl1 
~ FF(Lll 
COMMO~ IRII NK , NL , NF 
REWiND 1 
REWiND 2 
REWiND 3 

IF( ML I 140, 100, 100 
SET INITIAL CONDITIONS 

llO 135 J:: 1 , NK 
[)U 130 I:: 1 , NK 

B(I,JI :: 0.0 
C(I,JI :: 0.0 
CMl(I,JI :: 0.0 
EPl(I,JI :: 0.0 

CUNTINUE 
CONTINUE 
[)O 150 I 1 , NK 

A(II :: 0.0 
AMI ( I I :: 0.0 

CONTINUE 

EE (N 1, L1 I 

C4JA8 
12MR8 
v4JA8 
u4JA8 
20MY8 
UIAG8 
u4JAtl 
23MR8 
li4JA8 
V4JA8 
2()MY8 
20MY8 
05MR8 
2uMY8 
20MY8 
2uMYB 
2uMY8 
2vMY8 
2uMY8 
23MR8 
23MR8 
02FE8 
04JAR 
U4JA8 
17JAB 
04JA8 
v4JA8 
ulFE8 
vlFE8 
U4JA8 
U4JA8 
V4JA8 
23MR8 
U4JA8 
V4JA8 
01FE8 
2uMY8 
20MY8 
U4JA8 

47 



4B 

C******************************************************************************* 
C BEGIN FURWARD PASS SOLVE FOR RECURSION COEFFICIENTS U4JA~ 
C******************************************************************************* 
C • • • • • • • • • • • • • • • • • • • • • • • • •• 

C 

C 

C 

C 

C 

C 

C 

C 

<.: 

C 

C 

lBO 

210 

220 

280 

400 

5UO 

600 
1000 

C 

Du 1000 J = NF , NL 
JJ ::: J 

FORM SUB-MATRICES 
CALL F~UB52 ( Ll,L2,L3,ET2,ETl,CC,DT,EE,FF,ML,JJ.Nl,N2,N3 
CALL RFV (AM2. AMI, Ll ,1 ,NK' 
CALL RFV (AMI, A ,Ll, 1 ,NK 

IF! ML 210. 180, 180 
CALL RFV (8Ml, B • Ll , Ll , NK 

GO TO 220 
READ D AND E MULTIPLIERS FROM TAPE 3 

READ 131 II L)(I,K) , EII,K) , I:: 1,NKI , K ::: 1,NK ) 
()O TO 2~0 

CALCULATl klCURSIvN MULTI~LIER E 
CALL RFV It, l~l, Ll , Ll , NK I 

CALCULATL KtCURSlvN MULTIPLIEk EPI 
CALL MBFV I tTl, BMl, lPl, Ll , Ll , NK , Nl ) 
CALL AbF I I.>T • lPl, E.Pl, Ll , NK , N2 

CALCULATl KECURSION MULTI~LIER D 
CALL SMFF It, 8Ml, D • Ll , NK 
CALL RfV 8Ml, CMl, Ll • Ll ,NK 
CALL RFV CMl, C , Ll , Ll , NK 
CALL MBFV ET2, BMl, C , Ll , Ll 
CALL ASFV ~, C ,0 ,Ll , Ll 
CALL AbF CC , D , D ,Ll, NK 
CALL INVR6 I ~ , Ll , NK 

, NK , Nl 
, NK , +1 
• 'N3 

CALL CFV I 0 ,Ll , L 1 , NK , -1. I 
CALCULATt KlCUKS1UN CvlFrlECENT C 

CALL Mfb tv, Et • C , Ll , NK , Nl I 
CALCULATE. ktLURSION (OEFFIECENT 8 

CALL MFFT I I.> • EPl, B , Ll , NK ) 
CALCULATE RECURSION COEFFIECENT A 

CALL MFFV It, AMI, A , Ll , 1 
CALL MBFV I lT2, AM2, ATM, Ll , 1 
CALL A5FV I A , ATM, AM2, Ll , 1 
CALL A~FV AM2, FF , ATM, Ll , 1 
CALL MFFV I D , ATM, A • Ll , 1 

SAVt A COEfFICIENT UN TAPE 1 
WRITE III I All). 1 = i,NK J 

IFI ML )4UO,600,50v 
READ 121 

GO TO 1000 

, NK 
• NK , Nl 
, NK , +1 
, NK , -1 
, NK 

SAVE D AND E MULTIPLIERS ON TAPE 3 
WRITE (3) II DII.KI,EII,K), I=l,NK), K=l,NK) 

SAVE BAND C COEfFICIENTS ON TAPE 2 
WRITE (21 II BII,KI,C{l,KIt l=ltNK), K=ltNK) 

CONTINUE . . . . . . . . . . . . . . . . . . . . . . . . . . . 

01FEB 
u4JAB 
04JA8 
27MY8 
20MYB 
20MYB 
04JAB 
2UMYB 
04JAB 
17JA~ 

01FEB 
W4JAB 
U4JAB 
2UMYB 
23MR!:I 
2uMYB 
23MR8 
04JAB 
05MRB 
20MY8 
20MYB 
2UMYB 
20MYB 
WlFEB 
15MR8 
2vMYB 
U4JA8 
2UMR!:I 
04JA!:I 
23MRB 
04JAB 
2UMYB 
20MYB 
20MYB 
2UMYB 
2vMY8 
U4JAtI 
u2FEli 
U4JAtl 
I7JA8 
4JAB 

17JAB 
02FEB 
17JA8 
02FEB 
04JAB 

• 
• 
• 
• 

• 
• 
• 
• 
• 
• 

• 

• 

• 
• 

• 

. . . .. 
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C******************************************************************************* 
C BEGIN bACKWARD PASS COMPUTE RECURSION EQUATION 04JAB 
C******************************************************************************* 

( 

C 

C 

2000 
C 

BACKSPACE 1 20MYB 
BACKSPACE 2 2uMY8 
CALL RFV I WINF.NL). A • L1 • 1 • NK I UIAGB 
BACKSPAC~ 1 2uMY8 
BACKSPACE 2 2uMYB 
READ 11) I A I I ). I = I,NK ) 2UMYB 
READ 121 II BII.K) • CII.K). = I.NK) • K I.NKI 2UMYB 
BACKSPACE 1 20MYB 
BACKSPACE 2 2UMY8 
CALL MFFV lB. WINF.NL/. AMI. LI • 1 • NK OIAGB 
CALL ASFV I A • AMI. WINF.NL-I) • LI • 1 • NK • +1 OIAGB 

NLM2 = NL - 2 2uMYB . . . . . . . . . . . . . . . . . . . . . . .. 
Uu 2000 L = NF • NLM2 

J = NLM2 + NF - L 
BACKSPACE 1 
BACKSPACE 2 

REAU A COErFICIENT FROM TAPE 1 
READ II) I All). 1 = I.NK I 

REAU BAND C COEFFICIENTS FROM TAPE 2 
READ 121 II BII.K) • CII.K). I :> I.NK) • K = I.NK) 
BACKSPACE. 1 
BACKSPACE 2 
CALL MFFV B. WINF.J+I).AMI. LI • 1 • NK 
CALL MFFV C. WINF.J+2).AM2. LI .'1 • NK 
CALL ASFV I AMI. AM2. AMI. LI • 1 • NK • +1 
CALL A;:,FV I A • AMI. WINF.J) • LI • 1 • NK • +1 I 

CONTII,<UE. 

RETURN 
END 

. . . . . . . . . . . . . . . . . . . . . . . . . . . 

2 uMYB 
2uMYB 
u4JAB 
17JAB 
U4JAB 
02FEB 
17JAB 
02FE8 
04JA8 
17JA8 
(HAGB 
UIAGB 
2 uMYB 
OIAGB 
U4JAtl . . . .. 

4JA8 
4JAB 
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Flow Chart for Five-Wide Recursion Inversion Process 

Offspring -.-.-

Porent ~--

Regular -<--

I 
I 
I 
I 
I 
I 
f 

I 
I 
I 
L 

FRIP 3 , FRIP 4 

clear storage and 
rewind tapes 

FORM 
SUBMATRICES 

shift appropriate 
storage 

compute recursion 
multipliers D and E 

-----J 
! 

compute recursion 
coefficients Band C 

compute recursion 
coefficient A 

I 

.-.-.~ 

i . 
I . 

. -.-.-.~ 



,
I 
I 
I 
I 
I , 
I 
I 

I 
I 
I 
I L_ 
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APPENDIX B. FLOW CHARTS, LISTINGS, AND COMMENTS ON SUBORDINATE 
SUBPROGRAMS FOR MATRIX MANIPULATIONS 

Listings and Flow Charts of Subordinate Subroutines* 

INVR5 

( 
INVR6 1 

MFFV 

SMFF 

MFFT 

MBFV 

MFB 

ABF 

ASFV 

RFV 

CFV 

DCOMI 
INVLTI 
MLTXL 

Takes inverse of general positive definite matrix 

Takes inverse of symmetric positive definite matrix 

Multiplies full (square) matrix times a full (square) 
matrix or a vector 

Symmetric multiplication of a full times a full matrix 

Multiplies a full times the transpose of a full matrix 

Multiplies a banded (packed) matrix times a full 
matrix or a vector 

Multiplies a full matrix times a banded (packed) 
matrix 

Adds a banded matrix to a full matrix 

Adds or subtracts two full matrices or two vectors 

Replaces a full matrix or a vector by another 

Multiplies a full matrix or a vector by a constant 

* In all the above subroutines, all matrices are either square or column vec-
tors, except in the banded routines where banded square matrices are repre
sented by packed matrices that are K X J where K is the order of the 
square matrix, and J is the band width. 
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SUBROUTIN[ INVR5 I A , Ll , L2 J 
(******* THIS RvUTINt TAKES THt INVERSE OF A GENERAL POSTIVE 
( DEFINITE MATRIX, A SUPERIMPOSED AUGMENTED MATRIX METHOD 
( IS EMPLuYEu 

OIM[NSlvN AILl,LlJ 
20 FORMAT I Iti5X,* NON-POSITIVE DEFINITE MATRIX EN(OUNTERED * I 
30 FORMAT I 1X,IOEIO.3 I 

EP = 1.0E-IO 

3lJA8 
u5MR8 
O!lMRl:l 
v5MR8 
280E7 
U8APl:l 
100(7 
IlJO(7 

( . . . . . . . . . . . . . . . . . . . . . . . . . .. 
00 185 = 1 , L2 
I F I ASS I A ( I, I I I - EP ) 990, 990, 150 

150 S = 1.U I AII,I) 
UO 160 J" 1 , L2 

AII,JI = A(i,J) * S 
160 (ONTINUE 

A(Id l :. S 
uv 180 J:. I , L2 
IF ( J-l I 170, 180, 170 

170 S " AIJ,II 
A(Jd l " 0.0 

00 175 K" 1 , L 2 
A(J,KI " A(J,K) - S * AIl,KI 

175 (ONTINUE 
180 (ONTINUE 
185 (ONTINUI:. 

c • • • • • • • • • • • • • • • • • • • • • • • • • • • 
RETURN 

9~0 PRINT 20 
PRINT 30,« AII,JltJ=1,L2hl=1,L2 1 

END 

• 

100(7 
31JA8 
06FE8 
28DE7 •• 
1 vO( 7 •• 
I vO(7 •• 
28DE7 
1.,;0(7 •• 
10U(7 •• 
U6FE8 •• 
280E7 •• 
280E7 ••• 
06FE8 ••• 
100(7 ••• 
1,,0(7 •• 
1 lIO( 7 • 

• • • •• 
1"U(7 
1u0C7 
28DE7 
100(7 
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SUBROUTINE INVR5 

T S 
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A I/O, FULL MATRIX(SQ) 
Ll VARIABLE DIMENSION 
L2 ORDER OF A 

ALTER PIVOTAL 
ROW 

~-- --- -- - - - L--.::..:.......::...:~r-_1....:.,..::L_2_J 

I 
I 
I 
I 
I 
I 
I 
I 

t 

(---

I 
I 
I 
I 

No 

S2 = A(J,I) 
A(J,I) = ° 

ELIMINATE ON 
itIi COLUMN 

- S2 * A(I,K) 
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~UUkVUTIN( INVR6 1 X • l1 • l2 ) 
~******* TtlI5 RuUTINl TAKtS THl INVLRSE OF A SYMMETRIC POSITIVE - DEF 
l MRTkIX uSING A CUMPACTlU CHULESKI UECOMPOSITION PROCFDUHE • 
~ A FULL OlMEN51UNED MATRIX IS REOUIRED BUT ONLY THE LOWER 
l HA~F I~ USED RY THE 3 ROUTINES DRIVEN BY INVR6 

1u 

Lv 
3V 

UIME~SlU~ XILl,Lll 
lF , L2 - 1 ) 6>JG. 1( ... 20 
lF 

GU 
lF 

IF 

I Au5FIXI.LT.L-l(i I GO TO 60(' 
X ::; 1./ X 

TO 500 
( LL - 2 ) 3w. 3U. 40 

Sl ::; X * XI2.2) - XII.?) * XI?,l) 
AHSFISl).LT.E-lO ) GO TO 600 
SI '" 1./ 51 
5 ::; X 
X SI 
X 12,2 I 
X ( 1,2 ) 
XU,I) 

* XI2,21 
51 * S 
-Sl * XI1,2) 

== -51 * X I 2.1 ) 
(,() T() 50J 

C 4U CALL FIXl t x. L 1, L2 

c 

40 CuNTINUE 
CALL l.lCUMI X , Ll, L? 
CALL INVLTI X , Ll , L2 
CALL i-ILTXL I X , II , L2 
CALL FIXl I X. Ll, L2 ) 

LH; 100 I::; 2 , L2 
Kl '" I - 1 

l.lu ~o J::; 1 , ~C 

XIJ,I) ::; XII,J) 
:'v CONTINUE 

IvU CONTINUE 
5vv RI:.TUR/Il 

) 

) 

60U PRINT 6wl,IIXII,J), J=l,L21. 1=1,L21 
6vl FURMMT (IHl.30H SINGULAR MATR1X ENCOUNTERED .1.?I~X.?F15.71 1 

END 

19FER 
(''i''.4f;>il 

OS~,R8 

05MRfl 
05MR8 
19FFR 
010CR 
010CR 
010(R 
010Ul 
(')10C8 
(')10CA 
010CR 
()lO(A 
010(8 
OlOCR 
010CR 
010(8 
010eR 
o 10C R 
04MR(" 
190C0 
04"'1R0 

J9FFR 
O"iMRR 
29JL9 
19F E R 
19FFA 
19FFR 
lqFFR 
19FEil 
19FFR 
OIOCR 
\\lOCA 
()]OCH 
lQFFR 



SUBROUTINE DCOM1 I X , L1 , L2 
DIMENSION XIL1,L1) , T(100) 
DOUBLE PRECISION S , 51 

19FE8 
12MR8 
29MY8 
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C**************************************************************************** B 
C 29MY8 E 
C******* CAUTION - THt ACCURATE ACCUMULATION OF INNER PRODUCTS IS 29MYb W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONING OF THE VARIABLES 29MYd A 
C SAND 51 • CARE SHOULD uE TAKEN TO IN~URE THIS IS DONE PROPtRLY29MYd R 
C**************************************************************************** E 

c 

10 FURMAT ( /85X,* NUN-POSITIVE DEFINITE MATRiX ENCUUNTERED * ) 12MRd 
15 FORMAT I /,5X,13E10.3 ) 2uMR9 

DO 20 I = 1 , L 2 12MR8 
TIl) = XII,I) 12MR8 

20 CONTINUE 12MR8 
IF I Xll,1 1 .LE. 0.0 GO TO 4000 05MR8 

51 = Xlltl) 24JE8 
51 = DSQRTI Sl 24JE8 
Xlltl l = 51 24JE8 
Sl = 1.0 / Sl ?4JER 

DU 50 I = 2 , L 2 19 FE 8 
Xlltl l = Xlltl) * Sl 19FE8 

50 CONTINUE 19FE8 
L2M1 = L2 - 1 19FE8 

120 

180 

190 
200 

DO 200 J 2, L2Ml 
5 = 0.0 
JM 1 = J - 1 

DO 120 K = 1 , JM1 

. . . . . . . . . . . . . . . . . . . . . 
S = S + XIJ,K) * XIJ,K) * 1.0DO 

CUNTINUt. 
iF I XIJ,JI .LE. S) GO TO 4000 

51 = X(J,J) - S 
Sl = DSQRTI Sl 
XIJ,JI = Sl 
Sl = 1.0 / 51 

JP1 = J + 1 
DO 190 I = J PI, L 2 

S = 0.0 
DO 180 K = 1 , JM1 

S = S + XII,K) * XIJ,K) * 1.0DO 
CUNTINUE 

XII,JJ = I XII,JI - S ) * Sl 
CONTINUE 
CUNTINUE 

. . . .. 
19FE"8 
19FE8 
19FE8 
19FE8 •• 
24JE8 •• 
19FEd •• 
05MR8 
24JE8 

• 
• 

24JE8 • 
24JE8 
24JE8 • 
19FE8 
19FE8 •• 
19FE8 •• 
19FE8 ••• 
24JE8 ••• 
19FEd ••• 
19FE8 •• 
19FE8 •• 
19FE8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 

5 = 0.0 
DO 250 K = 1, L2M1 

S = S + XIL2,K) * XIL2,KI * 1.000 
250 CONTINUE 

S = XIL2,L2) - S 
IF S .LE. 0.0) GO TO 4000 

XIL2,L2) = DSQRTI S ) 
RETURN 

4000 PRINT 10 
XII .11 TIll 

19FE8 
19FE8 
24JE8 
19FE8 
U5MR8 
05MR8 
05MR8 
19FE8 
12MR8 
12MR8 
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DO 400 1 = 2 , L2 09AP6 
K = 1 - 1 12MRR 
XII,II '" TIl) 12MR8 

DO 350 J = 1 , K 12MR8 
X I I ,J I '" X(J,I) 12MR8 

350 CONTINUE 12MR8 
400 CONTINUE 12MR6 

DO 500 I '" 1, L2 2UMR9 
500 PRINT 15. I XII.JI. J = 1.L2 I 2lJMR9 

END 19FE8 



S\JRr.:>nUTTNF I~VLTI I X • Ll • L2 I 
DT~FNSI0N XILl.Ll) 
nnURLE PRECISION SUM 

19FF8 
19FE8 
?9MY8 
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c*****************************************************************************~ 
C 29MY8 E 
C******* CAUTION - THE ACCURATF ACCUMULATION OF INNER PRODUCTS IS 29MY8 W 
C AEI~G ATHMPTED THRU THE DOt/FILE PRECISIONrNr; OF THE VARIABLE 29MY8 A 
C SU~ • CARE SHaUL!) ~E TAKEN TO INSURE THIS IS DONF PROPF~LV. 29MV8 R 
C*****************************************************************************E 

11';'-' 

200 

DO I) 0 I::: 1 • L;:> 
XII.I) ::: 1.0 I XII.II 

CONTI NUF 
L,M] = L2 - 1 

DO 200 J = 1 • L2Ml 
JI'1 = J+l 

DO 11)0 I = JPl • L2 
IMI = 1-1 
SUM = 0.0 

DO 120 K = J • IMI 
SUM = SUM - XIT.K) * XfK.J) * 1.~DO 

CONTINUE 
X IT. J ) = x I I • r I * SUM 

CONTINUF 
CONTINUE 

RETURN 
END 

19FEB 
19FF8 
19FE8 
19H8 
19FF8 
19FE8 
19FE8 
19FE8 
19FfB 
19FE8 
24JF8 
19FE'8 
lQI!F8 
19FEB 
19FER 
19FE8 
19FE8 
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SUBROUTINE MLTXL I X • Ll , L2 I 
DIMENSION XILl.Ll) 
DOURLE PRECISION SU~ 

19Ff8 
19FE8 
:?9MY8 

C*****************************************************************************R 
C 29~YB E 
c******* CAUTION - THE ACCURATE ACCUMULATION OF INNER PRODUCTS IS 29MYB W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONING OF THE VARIABLE 29MYB A 
C SUM. CARE SHOULD BE TAKED TO INSURE THIS IS DONE PROPERLY. 29MYB R 
C*****************************************************************************E 

DO 200 I = 1 , L2 19FEB 
DO 150 J = 1 • I 19FEB 

SUM = 0.0 19FEB 
DO 100 K = I , L2 19FfB 

SUM = SUM + XIK.I) * XIK,J) * 1.000 24JEB 
100 CONTINUE 19FEB 

XI I ,J) = SUM 19FE8 
1~0 CONTINUE 19FE8 
200 CONTINUE 19FE8 

RETURN 19FE8 
END 19FE8 



SUBROUTINE INVR6 
X, L1, L2 

X = L 0 L'f 

-1 'f 
Mu1tip1y(L ) 

-1 
by L to get 

X 
-1 

(Lower ha 1 f) 

set upper half 
of A equal to 
lower half 

-1 
X-X 
( X SYMM. AND POSo DEF. ) 
X: I/O 
L1: VARIABLE DIMENSION 
L2: ORDER OF X 

~]-N 
~}-~] 

N-N 

-1 L'f)-1 X = ( L 0 

'f -1 -1 
(L) 0 L 
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SUBROUTINE MFFV I X • Y • Z • L1 • L5 • L2 
C******* THIS ROUTINE MULTIPLIES A FULL MATRIX 

n3MR8 
13DF7 
13DF7 
13DE7 
13DE7 
29MY8 

C TIMES A FULL MATRIX OR A VECTOR 
C IX*Y=ZI 

DIMENSION XIL1.L11 • YIL1.L51 • ZIL1.L51 
DOUBLE PRECISION SUM 

C*****************************************************************************8 
C 29MY8 E 
C******* CAUTION - THE ACCURATE ACCUMULATION OF INNER PRODUCTS IS 29MY8 W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONING OF THE VARIABLE 29MY8 A 
C SUM • CARE SHOULD BE TAKED TO TNSURf THIS IS DONE PROPERLY. 29MYB R 
C*****************************************************************************E 

M = 1 20MYB 
IFI L1 .EO. L5 I M = L2 20MYB 
DO 110 J = 1.M 13D1'"7 
DO 105 1= 1.Ll 1,OE7 

SUM = 0.0 03MRB 
DO 1(10 K = 1.L2 1':1DE7 

SUM = SUM + XII.KI * YIK.JI * 1.000 24Jf8 
100 CON TT NUE 130E7 

ZII .J) = SlJM 03MR8 
10<; CONTINUE 13DE7 
110 CONTINUE 130E7 

RETURN 13D£7 
END 13DE7 



X INPUT, FULL(Sq) 
Y INPUT, FULL OR VEC 
Z OUTPUT, FULL OR VEC 

L1 VARIABLE DIMENSION 
,--- I,M L2 ORDER OF X 
f "--------,,.....----- L5 Y FULL OR VECTOR ? 

I 

1,--- I,L2 , "-----~.------

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 J 

f t 
I 
I 
I 
I 
I 
I 
'---

* Y(K,J) + SUM 

L5 :::: Ll 

L5 ;:: 1 
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SUBROUTINE SMFF I X , Y , Z • L1, L2 I 
C******* THIS ROUTINE MULTIPLIES TWO FULL MATRICES UNDFR THE ASSUMPTION 

19FE8 
OSMR8 
05MR8 
05MR8 
19FE8 
29MY8 

C THAT THEIR PRODUCT WILL BF. SYMMETRIC r X,y, AND Z ARE FULL 
C DIMENSIONED BUT ONLY THE LOWER HALF OF EACH IS USED I 

DIMENSION XIL1,L1) , YIL1,L1) , ZIL1,L1, 
DOUBLE PRECISION SU~ 

C*****************************************************************************B 
C 29MY8 E 
C******* CAUTION - THE ACCURATE ACCUMULATION OF INNER PRODUCTS IS 29MY8 W 
C BEING ATTEMPTED THRU THE DOUBLE PRFCISIONING OF THE VARIABLE 29MY8 A 
C SUM. CARE SHOULD BE TAKFD TO INSURE THIS IS ~ONF PROPERLY. 29MY8 R 
C*****************************************************************************F. 

DO 110 J = 1 , L2 19FE8 
DO 105 I = 1 , J 19FE8 

SUM = 0.0 19FE8 
DO 100 K:: 1 , L2 19FE8 

SUM:: SUM + XIJ,K' * YIK.Il * 1.000 24JE8 
100 CONTINUE 19FE8 

Z I J, I) = SUM 19FE8 
105 CONTINUE 19FE8 
110 CONTINuE 19FE8 

RETURN 19FE8 
END 19FE8 



1,----
I 
I 
I 
I 
I 
I 
I 
I 
I 

+ I 
I 
I 
I , 
""----

X INPUT, FULL(sq) 
Y INPUT, 
Z OUTPUT, LOWER HALF 

L1 VARIABLE DIMENSION 
L2 ORDER OF X , Y , Z 

* Y(K, I) 
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SUBROUTINE MFFT I X ,Y ,Z ,L1, LZ I 
C******* THIS ROUTINE MULTIPLIES A FULL MATRIX 

18MR8 
18MR8 
18MR8 
HlMR8 
18MR8 
29MY8 

C TIMES THE TRANSPOSE OF A SECOND FULL MATRIX 
C I X * YT = Z I 

DIMENSION XIL1,L11 , YIL1,L11 , ZIL1,L11 
DOUBLE PRECTSION SU~ 

C*****************************************************************************B 
C 29~V8 E 
C******* CAUTION - THE ACCURATE ACCUMULATION OF TNNER PRODUCTS IS 29MV8 W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONING OF THE VARIABLE 29MY8 A 
C SUM. CARE SHOULD BE TAKED TO INSURE THIS IS DONE PROPERLV. 29MY8 R 
C*****************************************************************************E 

DO 110 J = 1 , L2 18MR8 
DO 105 I = 1 , L 2 18MR 8 

SUM = 0.0 18MR8 
DO 100 K = 1 , L2 18MR8 

SUM = SUM + XII,KI * VIJ,KI * 1.0DO 24JE8 
100 CONTINUE 18MR8 

ZII,JI = SUM lAMR8 
10<; CONTINUE 18MR8 
110 CONTINUE 18MR8 

RETURN 18MR8 
END 18MR8 



,,...----
f L------r-------
I 
I 
1,----, 
I 
I 
I 
I 
I 
I 
I 
I 

+ 
I 
I 
I 
I 
'-------

X INPUT, FULL(sq) 
Y INPUT, FULL(sq) 
Z OUTPUT, FULL(sq) 

L1 VARIABLE DIMENSION 
L2 ORDER OF X , Y , Z 

* Y(J,K) 
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SUBROUTINE MBFV r XB , YF , ZF , Ll , L5 , L2 , LB ) 
C******* THIS ROUTINE MULTIPLIES A BANDED MATRIX 

07DE7 
07DE7 
07l)E7 
07Df7 
07DE7 
29MY8 

C TIMES A FULL MATRIX OR A VECTOR 
C r XA * YF = ZF ) 

DIMENSION XBr Ll,LA I , YFI Ll,L5 ) , ZF( Ll,L5 ) 
DOUBLE PRECISION SUM 

C*****************************************************************************B 
C 29MY8 E 
C******* CAUTION - THE ACCURATE ACCUMULATION OF INNER PRODUCTS IS 29MY8 W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONING OF THE VARIABLE 29MY8 A 
C SUM. CARE SHOULD BE TAKED TO INSURE THIS IS DONE PROPERLY. 29MY8 R 
C*****************************************************************************F 

100 

10C; 
110 

150 

200 

205 
210 

300 

M1 = 1 20MY8 
IF( L1 .EO. L5 M1 = L2 20MY8 

L4 = LB/2 07DE7 
L6 = L4 + 1 07DE7 
N1 = L2 - L4 07DE7 

DO 110M .:; 1, MIl 3D E 7 
DO 105 I = L6,N1 13DE7 

J = I - L6 07DE7 
SUM = 0.0 06MY8 

DO 100 K = 1,LB 07DE7 
SUM = SUM + XBII,K) * YF(K+J,MI * 1.0no 24JE8 

CONTINUE 10N07 
ZFI I ,MI = SUM n6~Y8 

CONTINUE 10N07 
CONTINUE 10N07 

K 1 = 0 'ON07 
Il = 1 10N07 
12 = L4 07DE7 
I~ 1 07DE7 
14 = LB 07DE7 

IF( 12 ) 150, 900, 150 07f)E7 
DO 210 ~ = 1,Ml 13DE7 
DO 205 I = 11,12 13DE7 

SUM = 0.0 06MY8 
N = 1 07DE7 

DO 200 Ie = 13, 14 07DE7 
SUM = SUM + XBII,N) * YF(K,MI * 1.ODO 24JE8 
N = N + 1 07DE7 

CONTINUE 10N07 
ZFI I,M) = SUM 06MY8 

CONTINUE 10N07 
CONTINUE 10N07 
IF( K1 ) 900,300,900 10N07 

11 = L2 - L4 + 1 07DE7 
12 = L2 07DE7 
11=L2-LB+ 07DE7 
14 = L? 07DI:7 
K1 = 1 10N07 

GO 
900 RETURN 

END 

TO 150 10N07 
10N07 
10N07 



SUBROUTINE MBFV 

14 =0 LB/2 
L6 =0 14+1 
N1 =0 L2-L4 

,,- - L-__ .,----___ ...... 

I 
I 
;,- - L-__ .,----___ _ 

I 
I 
I 
I 
I 

+ 
I 
I 
I 
I 

L--I L-___ ~-----------
1,LB 

I 
I 
I 
I 
I 

I 
'--

Yes 

K1 = 0 
11 1 
12 = L4 
13 1 
14 = LB 

No 
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XB INPUT, FULL(sq) 
YF INPUT, FULL(sq) 
ZF OUTPUT, FULL(sq) 
L1 VARIABLE DIMENSION 
L2 ORDER OF XB 
LB BAND WIDTH 
L5 YF FULL OR VECTOR ? 

* YF(K+J,M) + ZF(I,M) 
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RETURN 

,-
I 
I 
I 
1,-
I 
I 
I 
I 
I 
I 
I 
I \,-

I,Ml 

0= 11,12 

0.0 
1 

I L---__ -,.-___ _ 

I 
I 
I 
1 

+ 
ZF(I,M) = XB(I,N) * YF(K,M) + ZF(I,M) 

N '-' N+l 

11 0= L2 - L4 + 1 
12 0= L2 
13 0= L2 - LB + 1 
14 0= L2 
Kl 0= 1 

XB YF ZF 

L5 = Ll 

OR 

N []= [] L5 1 

XB YF ZF 



SUBROUTINE MFB I XF , YB , ZF , L1 , LZ , LB I 
C******* THIS ROUTINE MULTIPLIES A FULL MATRIX 
C TIMES A BANDED MATRIX 
C ( XF * YB = IF I 

DIMENSION XFI L1,L1 I , YBI LB,L1 I , lFI ll,L1 , 
DOUBLE PRECISION SUM 

07DE7 
07DE7 
07DE7 
07DE7 
07DE7 
Z9MYB 
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C*****************************************************************************A 
C 7q~YB E 
C******* CAUTION - THE ACCURATE ACCUMULATION OF INNER PRODUCTS IS Z9MYB W 
C BEING ATTEMPTED THRU THE DOUBLE PRECISIONIN(' OF THE VARIABLE Z9MYB A 
C SUM. CARF. SHOULD BE TAKED TO INSURE THTS IS DONE PROPF.RLY. Z9MyB R 
C*****************************************************************************F 

10<; 
110 

1<;0 

zoo 

300 

L4 = LB/2 
L6 = L4 + 1 
N1 = LZ - L4 

DO 110 I = L6,N1 
J = I - L6 

DO 105 M = ltLZ 
SUM = 0.0 

DO 11)0 K = 1,LA 
SUM = SUM + YBIK,I) * XFIM,K+J) * 1.000 

CON TI NliE 
Z F 11\4, I) = SUM 

CONTINuE 
CONTINUE 

Kl = 0 
Jl = 1 
IZ = L4 
11 = 1 
14 = LB 

IFI IZ ) 150, 900, 150 
DO Z 1 0 I = I 1, I Z 
DO 205 ~ = 1,LZ 

SUM = 0.0 
N = 1 

DO 200 K = 13, 14 
SUM = SUM + YBIN,I) * XFIM,K) * 1.000 
N = N + 1 

CONTINUE 
Z F ( M , I) = SUM 

CONTINUE 
CONTI NUE 
IF I K 1 ) 900,300,900 

r 1 L2 - L4 + 1 
T? = LZ 
11 = LZ - LB + 1 
14 = LZ 
K1 = 1 

GO 
900 RETURN 

END 

TO 150 

07DE7 
07DE7 
07DE7 
07DE7 
07DE7 
07DF.7 
MMYB 
n7DE7 
?4JEB 
10N07 
06MYB 
10N07 
10N07 
10N07 
10N07 
07DE7 
OBDE7 
07DE7 
07DE7 
10N07 
07DE7 
06~YB 

OBDE7 
OBDE7 
Z4JFB 
OBDE7 
10N07 
06MYB 
10N07 
10N07 
10N07 
07DE'7 
07DE7 
07DE7 
07DE7 
10N07 
10N07 
10N07 
10N07 
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SUBROUTINE MFB 

L4 :::: LB/2 
L6 ::: L4+1 
N1 :::: L2-L4 

XF INPUT, FULL MATRIX(sq) 
YB INPUT, PACKED MATRIX 
ZF OUTPUT, FULL MATRIX(sq) 
L1 VARIABLE DIMENSION 
L2 ORDER OF MATRIX 
LB WIDTH OF BAND (ODD) 

,--
I ~----~----~--' 

I 
I 
I 
I 
I 
I_-I L-____ ~--~--~ 

I 
I 
I 
I 
I 
1_-
" I 
I 
I 
I 

t 
'--

Yes 

"-- 0 
0-= 1 
'" L4 
= 1 

No 



RETURN 

,--
I 
I 
I 1,--
I 
I 
I 
I 
I 
I 
I 

L-
r 
I 

I 
f 
I 

I , --

No 

11 == L2-L4+1 
12 == L2 
13 := L2-LB+1 
14 := L2 
K1 1 

XF YB . ZF 

[ J. '~1" ~[ J 
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SUBROUTINE ABF ( YB • XF • ZF • L1 • lZ • L8 ) 
C******* THIS ROUTINE ADDS A RANDEO MATRIX 
C TO A FULL MATRIX 
C ( YB + XF = ZF OR XF + YB = ZF , 

DIMENSION yBf L1.L8 I • XF( L1.L1 ) • IF(LI.LlI 
L4 ,. LB/Z 
N1 ,. L2 - L4 
L6 ,. L4 + 1 

DO 50 I = hLZ 
00 40 J = hLZ 

ZFf J.JI = XFI ItJI 
40 CONTINUE 
">0 CONTINUE 

DO 110 I = L6.NI 
J ,. I - L6 

DO 100 1(,. 1.LB 
ZFII.I(+J) ,. Y8fJ.IO + XFII.I(+JI 

100 CONTINUE 
110 CONTINUE 

K 1 = 0 
11 = 1 
11 ,. L4 
11 = 1 
14 ,. LB 

IF( IZ I 150. 900. 150 
ISO DO Z10 1 = 11.12 

N = 1 
00 ZOO K = 13. 14 

ZFII.KI = YBfItN) + XF(ltK), 
N = N + 1 

ZOO CON TI NUE 
210 CONTINUE 

Ifl(1) 900. 300. 900 
300 11 ,. LZ - L4 + 1 

IZ ,. LZ 
11 :; LZ - LB + 1 
Y4 ,. L? 
K1 ,. 1 

GO TO 150 
900 RETURN 

END 

070E7 
070E7 
070n 
070E7 
07DE7 
~7DE7 
07DE7 
07DE7 
070E7 
070E7 
0701:7 
070E7 
070E7 
~7Df7 

070E7 
n70E7 
110n 
10"107 
10N07 
10N07 
10N07 
07DE7 
08DE7 
070E7 
07Df7 
HlN07 
080E7 
nRI)F7 
11DE7 
oeDE7 
10N07 
10N07 
10N07 
07DE7 
07DE7 
07DE7 
07DE7 
07DE7 
10N07 
10N07 
ION07 



SUBROUTINE ABF YB 

,---, 
I 
I 
l'--
1 

f 
I 
I 

,---
I 
1 
1 
I 
I 

YB, 
L1, 

L4 
N1 
L6 

XF 
ZF 
L1 
L2 

= LB/2 LB 
= L2-L4 
= L4+1 

1,L2 

= 1,L2 

= XF(I,J) 

L6,N1 

1,LB 
I 
1,---
1 ~--~------~ 

INPUT, FULL(sq) 
INPUT, FULL(sq) 
OUTPUT, FULL(sq) 
VARIABLE DIMENSION 
ORDER OF XF , ZF 
BAND WIDTH 

I 
t - YB(I,K) + XF(I,K+J) 

Yes 

K1 0 
I1 1 
12 L4 
13 1 
14 = LB 

No 
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RETURN 

,-
I 
I 
I 
I 
I 
I 
l'-
I 
I 

+ 
I 
I 

YB(I,N) + XF(I,K) 
N + 1 

L2-L4+1 
L2 

" L2 - LB + 1 r--------'" 
14 =, L2 
Kl == 1 



SUBROUTINE ASFV I X • Y • Z • L1 • L5 • L2 • SIGN ) 
C******* THIS ROUTINE ADDS OR SUBTRACTS 2 FULL MATRICES OR 2 VECTORS 
C I X - Y = Z OR X + Y = Z I 

DIMENSION XIL1.L51 • YIL1.L51 • ZIL1.l51 
M s 1 

IFI L1 .EO. 
IF ( SIGN I 

~n DO 110 J = 

L5 I 
190. 
1.M 
1.L2 

M = 
50. 

DO 100 I = 
ZI ItJI = X I I. J I 

100 CONTINUE 
110 CONTI NUE 

GO TO '300 
190 DO 210 J. 1.M 

DO 200 I = I.L2 

L2 
50 

+ Y(ItJI 

Z!I.JI = XII.JI - YII.JI 
200 CONTINUE 
210 CONTINUE 
300 RETURN 

END 

20MYB 
20MYB 
1'3DE7 
1'3DE7 
20MYB 
20MYB 
1'3DE7 
13DE7 
13DE7 
1'30E7 
13DE7 
1'3DE7 
1'3DE7 
1'3DE7 
1'3DE7 
BDE7 
1'30E7 
l'D1=:7 
1'3DE7 
1 '3DE7 
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,-
I 
I 
I 
1,-
I 
I 
I 

4 
I 
I 
"-

SUBROUTINE ASFV 
X , Y , Z X : INPUT, FULL(sq) 

Ll, L5, L2, SIGN Y: INPUT, FULL(sq) 

I = I,L2 

- Y(I,J) 

RETURN 

Z OUTPUT, FULL(sq) 
Ll VARIABLE DIMENSION 
L2 ORDER OF X , Y , Z 

SIGN - OR + 
+ L5 FULL OR VECTOR? 
o 

,-
I 
I 
I 
1,-
I 
I 
I + Y(I,J) 

• I 
I .. -



SUBROUTINE RFV f X , Y , l1 , l5 , l2 I 
C******* THIS ROUTINE REPLACES A FUll MATRIX OR A VECTOR 
C fX=YI 

DIMENSION Xfl1,l51 , Yfl1,l51 
M = 1 

IFf II .EO. l5 I M = l2 
DO 110 J = 1,M 
DO 100 I = 1 , l2 

X(J,JI = YfI,JI 
100 CONTINUE 
11 0 CON TI NUE 

RETURN 
END 

23MRB 
23MRB 
2~MR8 
23MRB 
70MYB 
20MYB 
73MRB 
23MRB 
23MRB 
23MRB 
23MRB 
20MYB 
23MRB 
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,-
I 
I 

t-
r 
I 
I 
'-

SUBROUTINE RFV 

Yes 

No 

I "" 1 , L2 

L5 Ll 

OR 

X Y 

[] - [] L5 1 



SUBROUTINE CFV I X , L1 , L~ 
C******* THIS ROUTINE MULTIPLIES A 
C I X = C*X , 

DIMENSION XIl1,L5' 
M • 1 

IFf L 1 .Ea. L5 , M = L2 
DO 110 J = I.M 
DO 100 I = I,L2 

XfI.J) = XII,J' • C 
100 CONTINUE 
110 CONTINUE 

RETURN 
END 

, L2 , C , ?~MYR 

FULL MATRIX OR A VECTOR BY A CONSTANT13DE7 
1~[,)E7 

13"n 
20MYS 
?OMY8 
13DE7 
13DE7 
13DE7 
130E7 
130E7 
130E7 
1~DE7 
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SUBROUTINE CFV 
X , 

L1, L5, L2, C 

,
I ~-----T------~ 
I 
I 

f 
I 
I 
'- X(I,J) * C 

RETURN 

x I/O 
L1 VARIABLE DIMENSION 
L2 ORDER OR LENGTH OF X 
L5 FULL OR VECTOR 

C : CONSTANT MULTIPLIER 



APPENDIX C 

USE OF SUBROUTINES FSUB 3 AND FSUB 5 



!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
"#$%!&'()!*)&+',)%!'-!$-.)-.$/-'++0!1+'-2!&'()!$-!.#)!/*$($-'+3!

44!5"6!7$1*'*0!8$($.$9'.$/-!")':!



APPENDIX C. USE OF SUBROUTINES FSUB 3 AND FSUB 5 

Example Using FSUB 32 for TRIP 4 (for problem with symmetric coefficient 
matrix with a three-wide partitioning) 

The call statement requires that FSUB 32 contain the following variables 

in its parameter list: 

where 

SUBROUTINE FSUB 32 (Ll, L2, L3, BB, CC, DD, FF, ML, JJ, N2, N3) 

Ll variable dimension, 

L2, L3 variable dimension parameters for data, necessary for 
coefficient matrix generation if they are to be 
handled as such. If so, they too must be included 
in the parameter list. 

BB, CC, DD, FF dummy parameters representing the packed 
submatrices 

T 
d. 1 ' ~-

d. ,and f. , 
~ ~ 

ML switch indicating whether problem is parent, regular, or 
offspring (+, 0, -1). For this routine we are concerned 
only with whether it is an offspring or not. Remember for 
the symmetric case 

b. 
T 

= d. 1 
~ ~-

JJ 1, 2, ••• , L , index of what partition we are at, JJ 

N2 band width of BB and DD , and 

N3 band width of CC 

The dimension statement will be as follows (if generation data are added 

and variable dimensioning is used, then the additional variables should be 

added on): 

87 
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DIMENSION BB(Ll, N2) , CC(Ll, N3) , DD(Nl, Ll) , FF(Ll) 

Cammon block RI is needed and appears as follows: 

COMMON /RI/ NK , NL , NF 

This block is common to both the solution driver (TRIP 4) and the main 

driving routine utilizing the solution package and therefore will be explained 

in the following appendix. 

In general FSUB 32 will have the following form: 

SUBROUTINE FSUB 32 (Ll, L2, L3, BB, CC, DD, FF, ML, JJ, N2, N3) 

DIMENSION BB(Ll, Nl) , CC(Ll, N2) , DD(Nl, Ll) , FF(Ll) 

COMMON /RI/ NK , Nt , NF 

'T form BB and FF (d. 1 ' f.) 
~- ~ 

Yes 

No 

As it has been mentioned before, the subrnatrices are packed, and it is 

here that the packing must be done. Figures C.l and C.2 explain the packing 

procedure for the specific routines involved. For FSUB 31 and FSUB 32, BB 

and CC (b. , c. ) will be packed according to Fig C.l and DD (d. ) accord-
~ ~ ~ 

ing to Fig C.2. For FSUB 51 and FSUB 52, AA BB , CC , and DD (a. , 
~ 

b. , c. , di ) are done as in Fig C.l and EE (e. ) as in Fig C.2. In both 
~ ~ ~ 

cases FF (fi ) is a vector. Figures C.3 and C.4 demonstrate a specific 

application of the packing procedure. 



I< II K L2 II LB 

Banded Matrix Packed Matrix 

Fig C.l. Packing of the banded matrices that are 
multiplied by a full matrix. 

LB : bond width 

L6 = LB + I 

2 

K x K LB x K 

Banded Matrix Packed Matrix 

L6 
~ 

Fig C.2. Packing of the banded matrices that are 
multiplied by a full matrix. 
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3 4 5 1 3 4 5 
2 3 4 5 I f/J 2 3 4 5 

2 3 4 5 -'-- 2----= ~ ~ ---"-

3 

2 

I 

I 2 3 4 5 I 2 3 4 
I 2 3 4 5 I 2 3 4 

I 2 3 4 5 :> 
2 3 4 

I 2 3 .4 5 2 3 4 
f/J I' 2-3-4 

----
5 

I I 2 3 4 

I I 2 3 

L B : 5 

I 

LS : ~: 3 
2 

2 

I 

Fig C.3. Example of packing for 
subroutines ABF and MBFV. 

4 51 

3 41 ~ 
~ 

f/J 
2 3 4 

I 213 4 5 3 4 515 

_~2 3 4 5 2 3 414 

I 2 3 4f5- :> I 2 313 
I 2 314 5 , 2 12 ,. 2 I 3 4 5 

I I' 
, 12 3 4 

I' 2 3 

3 4 

2 3 

I 2 

5 5 

4 4 

3 3 

2 2 , 

~ 

~ 

~ 

!5 

~ 

4 

3 

5 15 

4 14 

3 13 

2 12 

I I, 

Fig C.4. Example of packing for subroutine MFB. 

5 

4 5 

3 4 

2 3 



91 

Example Using FSUB 52 for FRIP 4 

The call statement requires that FSUB 52 contain the following variables 

in its parameter list: 

where 

SUBROUTINE FSUB 52 (L1, L2, L3, AA, BB, ee, DD, EE, FF, ML, JJ, 
1 N1, N2, N3) 

L1, L2, L3 as in FSUB 32, 

AA, BB, CC, DD, EE, FF dummy parameters representing the packed 
T T T matrices e i _2 , e i _1 , c i' d

i
, 

e. , f. 
~ ~ 

T For the symmetric case a
i 

= e i _2 ' ,. 
b. e. 1 ' and we need the transpose of 
~ ~-

d. • 
~ 

ML and JJ as in FSUB 32, 

N1 band width of AA and EE 

N2 band width of BB and DD and 

N3 band width of ee 

In general FSUB 52 will have the following form: 

SUBROUTINE FSUB 52 (L1, L2. L3. AA. BB. ee. DD. EE. FF. ML, JJ, 
1 N1, N2, N3) 

DIMENSION AA(L1, N1) , BB(L1, N2) , CC(L1, N3) , BD(L1, N2) , 
1 EE (N1, L 1) , FF (L 1) 

COMMON /RI/ NK , NL , NF 



92 

T 
form AA and FF (e, 2 ' f,) 

1- 1 

Yes 

T 
form BB, CC, DO, and EE (e, 1 ' c, 

1- 1 

For the nonsymmetric cases either TRIP3 or FRIP3 would be used and 

therefore FSUB 31 or FSUB 51 would have to be created, The only difference in 

FSUB 31 as opposed to FSUB 32 would be that b, is not necessarily equal to 
1 

d: 1 ; therefore, it would have to be formed independently and therefore the 
1-

additional band width parameter N4 is needed, and the calling would be as 

follows: 

CALL FSUB 31 (L1, L2, L3, BB, CC, DO, FF, ML, JJ, N2, N3, N4) 

The analogous situation exists for the five-wide nonsymmetric case. The 

five parameters AA through EE would now stand for a i through e
i 

' respec

tively and again the band width parameters must be added to the calling statement 

and the subroutine parameter list. 

CALL FSUB 51 (L1, L2, L3, AA, BB, CC, DO, EE, FF, ML, JJ, 
1 N1, N2, N3, N4, N5) 

This means we would now dimension DO with the variable N4 and EE with NS 

whereas in the symmetric, since it is necessary that NS = N1 and N4 = N2 , they 

were not needed, 



APPENDIX D 

USE OF OVERALL PACKAGE 
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APPENDIX D. USE OF OVERALL PACKAGE 

To demonstrate what is necessary to use the solution package, we will 

take TRIP 4 to use as an example. 

First of all, the user's main program must dimension the following 

variables thusly: 

DIMENSION A(a) , AMI (a) , ATM(a), C(a, a) , D(a, a) , 

1 W(S, p) , DTl(a, 1), CC(a, 1) , DD(l, a) , FF(a) (1) 

For all four routines the dimension statement necessary in the main program is 

identical with that in the appropriate routine, with the variable dimensions 

replaced by the actual values the variable dimension parameters have been set 

equal to. In the example below we have chosen a = 10 which limits the maxi

mum value K (the order of our submatrices) to 10. Also we have arbitrarily 

chosen N2 1, N3 = 1 which is where the one's come from in the above 

equation. Next we have the following common block: 

COMMON /RI/ NK , NL , NF (2) 

Since variable dimensioning has been used throughout, it is necessary 

that certain variables be defined prior to the call statement. In the event 

that data information needed for FSUB 32 is in common or is read and programmed 

in, as is the case in this example, the variables L2 and L3 are extraneous. 

They were included solely as variable dimension definers for any necessary 

data arrays that should be variably dimensioned for practical purposes (in all 

routines we have used the L2 and L3 parameters for the W array). We use 

Ll to define a of the above dimension statement. 

Ll a 

L2 S 

L3 p (3) 
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Generally NF will be either 1, 2, or 3 and is merely the starting value 

for the main do loop that carries us through the L partitions. Due to inter

nal subscripting (biased so as to avoid zero and negative subscripts) it is 

sometimes advantageous to run from 2 to L + 1 , or 3 to L + 2 , instead of the 

standard 1 to L. NK is the order of the submatrices for the particular prob

lem, and NL is the matrix order of the overall coefficient matrix (there are 

NL
2 

submatrices in the coefficient matrix). NK and NL will generally be 

changing from problem to problem and therefore will most likely be read in or 

be a function of some input parameter. For simplicity in our rather restric

tive example, we have explicitly given them values but all that is necessary 

is that they be defined in some fashion. 

To distinguish between parent, standard, and offspring problems, the 

variable ML must be set to either a positive, zero, or negative value, 

respectively. 

NF starting value for main do loop 

NK } 

NL 
defined as a function of the particular problem (see above) 

ML 0, + number depending on type of problem 

The only remaining necessity in the driving program is the call state

ment itself. 

CALL TRIP 4 (Ll, L2, L3, ML, A, AMI, ATM, C, CHI, D, DTl, CC, 
1 DD, FF, W, 1, 3) 

All the variables have been explained except the last three. The last 

two are the respective band widths of the outside and center submatrices, 

and W is our output parameter containing the solution vector. The NL parti

tions of W have been stacked as columns of a rectangular array, thereby being 

more directly related to the type of problems this procedure was written for. 

Combining this with the appropriate FSUB routine, we have the necessary 

information to use the solution procedure. On the next page is an example 

use of TRIP 4 using a restrictive but sufficient FSUB 32 to demonstrate the 

minimal requirements necessary to use the procedure. 



The FSUB 32 routine written for our example with NK 

generates the following coefficient matrix. 

A = 

II I 
10 I I I cp I cp 

--- lQ~o - -- _I~ ---_ -+_ --
I I 10 I I I 

....... Jt, - 10(10 _,~_CP 
cP I I I 10 I I 

~ -- i-- - ~~ -- 19-hc -
I II 1

10 

10 

I cP II 

10 

10 

2 

.~l 2 2 

2 3 

2 4 0 

, ~: 
5 0 

fl 
6 

f4 
5 

= f2 f3 = = 
7 5 

2 8 0 

2 9 0 

:J 
10 0 
II 0 

12 0 

The solution vectors to the equation A . = f. 
W1. 1. 

where A and f. are defined as above. 
1. 

f5 

i 
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3, NL 4 

10 

0 

0 

0 

0 

0 
= 

0 

0 

0 

l: 
1,2, ..• ,5 

The solution to problem 100 was obtained as a parent problem whereas 101 

through 104 were obtained as offsprings since the coefficient matrix was the 

same in all five cases. We have introduced no generalities or versa1ities 

into FSUB 32 since its purpose for this example was merely to generate a 

suitable coefficient matrix with which to demonstrate the use of TRIP 4. 

Below is the actual driver described above with the associated output. 
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PROGRAM DRIV4 IINPUT.OUTPUT.TAPE1.TAPE2.TAPE3 
DIMENSION AI101 • AM11101 • ATMI101 

1 CI10.101. DI10.101. WI10.101. 
2 DllI10.1I • CCIlO.1I • DOll .101. FFI 10 

DIMENSION PROSI51 
EQUIVALENCE I ATM • CC I 
COMMON IRII NK • NL • NF 

5 FORMAT I 5A5.J5 I 
6 FORMAT IlH11 
1 FORMAT I 11.10X.5A5.II.IOX.* ML = *.15 I 
8 FORMAT I 5X.* CONSTANT VECTOR *11 I 
9 FORMAT I 11.5X.*SOLUTION VECTOR PARTITIONED AND PRINTED * 

1 .1.5X.*OUT AS A K BY L MATRIX *11 I 
10 FORMAT 5x.lOF9.4 I 

L1 10 
L2 = 10 
L3 = 10 
NF 1 
NK = 3 
NL = 4 

20 READ 5 .IPROBIII. J =1.~1. ML 
PRINT 6 
PRINT 1 .IPROBIII.I=1.51. ML 
PRJ NT 8 
CALL TRIP4 I L1.L2.L3.ML.A.AM1.ATM.C.D.DTl.CC.DD.FF.W.l.1 
PRINT 9 

DO 100 I = 1 • NK 
PRINT 10 • I WII.JI. J=l.NL 

100 CONTINUE 
GO TO 20 

EI'ID 

21MR8 
21MR8 
19AP8 
19AP8 
19AP8 
29MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MY8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 
21MR8 



SUBROUTINE FSUB32 I L1.L2.L3.~B.CC.DD.FF.ML.JJ.N1.N2 I 
DIMENSION BBIL1.N11 • CCIL1.N21 • DDIN1.L11 • FFIL11 
COMMON /RI/ NK • NL • NF 

DO 100 I: 1 • NK 
BBCII = 1.0 

100 CONT INUE 
READ 10 • I FFCII.l=l.NKI 

10 FORMAT I 3FS.31 
PRINT 11. JJ • I FFIll.l=l.NK I 

11 FoRMAT I 5X.* FI*11.*1 = *.10F6.3 
IF I ML.LT.O I GO TO 1000 
DO 200 I = 1 • NK 

CCI II = 10.0 
200 CONTINUE 

IF I JJ.EQ.NL ) GO TO 900 
DO 300 I = 1 • NK 

DO I I I :: 1.0 
300 CONTINUE 

GO TO 1000 
900 DO 500 I = 1 • NK 

00111 = 0.0 
500 CONTINUE 

1000 CONTINUE 
RETURN 
END 

27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
20AP8 
20AP8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
27MR8 
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p~o~ 100 - PARENT. 

/ilL :;: 1 
CONSTANT VECTOH 

FClI I: 

F (2) :I 

F (3) = 
F(it) = 

SOllJTJUN 
OUT AS A 

.O~17 
.0"'17 
.0'117 

1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 1.000 

vECTOiJ PAR!ITIONEl> 
K IH L MATRIX 

.O>:!2b 

.082b 

.Ob2tt 

.0~2tt 

.0826 

.0826 

P~OR 101 - OFFSpRtNu -

I"IL. _I 
CON«:;TANT IJEtTO~ 

F (1) = 1.0U\) l.OOO 1.000 
F (2) = l.aUG 1.000 1.000 
F (3) = 1.000 1.000 1.000 
F (4) = 1.000 1.000 1.000 

S(lLuTyON VECTOk PAR! rTlONl:.1J 
OU r 1\5 A K ~'t L ~ATRTX 

.0';17 .OH26 .0826 

.0'117 .0826 .0826 

.0917 .O/j26 .0826 

AND PRINTED 

.0917 

.0917 

.0917 

AND PRINTED 

.0917 

.0917 

.0917 



PM OR 102 - OFFSpRING -

ML. -1 
CONSTANT VECrDk 

F fl) '" 
F (2) z 
F (3) l;I 

F (4) :: 

1.000 2.000 3.000 
4.000 5.000 6.000 
7.000 b.OOO 9.000 

10.00011.000,2.000 

snLIJTJUN vECTOR PARTtTIONEL> AND PRINTED 
OUT AS A K \'Iy L MATRIX 

.Ob64 

.1 ~81 

.?.l+99 

.3362 
• .,.187 
.5u13 

.5721 

.6547 

.7372 

PNOM 103 - OFFSpRING -

"'L:: -1 
rOI\JsTANT VECTuk 

F (1) :: -no -tl. .0. 
F (2) '" -I). -0. 5.000 
F (.ll :: S.IlOO-v. .. 0. 
F' (4) :: -0. -0. -0. 

.9428 
1.0345 
1.12b3 

SnlUTION vFcrok PARTTlIot.ED AND PRINTED 
UIIT AS A K h,( L "1ATRTX 

.Oo!)? 
D. 
-.0::>10 

-.0'=>15 
o. 

• !)l03 

.5103 
o. 
-.0515 

".0510 
o • 

.0052 
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PHOR )04 - OFFSpRING ... 

ML. -1 
CONSTANT VECTOt-o: 

F ( 11 
F (2) 
F (3) 
F(4) 

:; 10.000-U. 
II -0. -0. 
III -0. -0. 
== -0. -0. 

_0. 
-0. 
-0. 
.0. 

snLUTTU~ vECTu~ PA~~TTIONED AND PRINTED 
UHf AS A K HY L "'ATRy)( 

1.0101' 
o. 
O. 

-.1021 
Cl. 
o. 

.0}03 
o. 
o. 

-.0010 
o. 
O. 
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