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PREFACE

Computer simulation is a valuable tool which can provide insight into the
operation of engineering processes. Simulation of traffic flow and
intersection control allows engineers to study the performance of proposed
highway intersections under various conditions, even before construction
begins, so that capacity, safety, efficiency, cost, and enviromental impact
can be evaluated. Better wutilization of existing streets and highways can
also be realized through application of simulation results.

This report discusses the development of a new traffic and intersection
simulation package that was developed at the Center for Highway Research, The
University of Texas at Austin, as part of the Cooperative Highway Research
Program sponsored by the Texas State Department of Highways and Public
Transportation and the Federal Highway Administration under the supervision of
Dr. Clyde E. Lee, Director of the Center for Highway Research.

This is the first in a series of four reports on Research Study Number
3-18-72-184, "Simulation of Traffic by a Step-Through Technique." This report
describes the development of the TEXAS Model for Intersection Traffic and the
algorithms that are used in the computations. Appendices B through F, which
are referenced in this report, are bound in a separate volume and constitute
the second in this series of reports. The four reports which deal with the

development, use, and application of the TEXAS Model are

Research Report No. 18L4-1, "The TEXAS Model for Intersection
Traffic - Development," Clyde E. Lee, Thomas W. Rioux, and

Charlie R. Copeland.
Research Report No. 184-2, "The TEXAS Model for Intersection

Traffic - Programmer's Guide," Clyde E. Lee, Thomas W. Rioux,

Vivek S. Savur, and Charlie R. Copeland.
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Research Report No. 184~3, "The TEXAS Model for Intersection
Traffic - User's Guide," Clyde E. Lee, Glenn E. Grayson,
Charlie R. Copeland, Jeff W. Miller, Thomas W. Rioux, and Vivek

S. Savur.

Research Report No. 184-4, "The TEXAS Model for Intersection
Traffic - Analysis of Signal Warrants and Intersection

Capacity," Clyde E. Lee, Vivek S. Savur, and Glenn E. Grayson.

The authors of this report wish to express their appreciation and extend
thanks to the many individuals associated with several agencies who have
contributed generously of their talents and time during the c¢onduct of this
research program. Special thanks go to the personnel with the Center for
Highway Research, Divisions 18T and 19 of the Texas State Department of

Highways and Public Transportation, and the Federal Highway Administration.



ABSTRACT

A new microscopic traffic simulation package, called the TEXAS Model,
which can be used as a tool by transportation engineers to evaluate traffic
performance at isolated intersections operating under various types of
intersection control has been developed. The package consists of a geometry
processor, called GEOPRO, a driver-vehicle processor, called DVPRO, and a
traffic simulation processor, called SIMPRO.

GEOPRO calculates the geometric paths of vehicles on the approaches and
in the intersection, identifies points of conflict between intersection paths,
and determines the minimum available sight distance along each inbound
approach. This information is written onto a magnetic tape for subsequent use
by SIMPRO.

DVPRO characterizes the traffic stream to be simulated by generating
queue-in time and other random descriptors for individually characterized
driver-vehicle units, describes pertinent characteristics of up to 5 classes
of drivers and up to 15 classes of vehicles, and writes this information on a
tape for later wuse by SIMPRO. An auxiliary headway-distribution-fitting
processor aids the wuser in selecting appropriate headway distributions that
describe observed or predicted traffic patterns.

SIMPRO processes each driver-vehicle unit through the intersection system
and gathers and reports a large selection of performance statistics. Linear
acceleration and deceleration models are incorporated within the TEXAS Model,
and a non-integer, microscopic, generalized car-following equation is used.
Traffic signal simulators are included for pretimed, semi-actuated, and
full-actuated controllers. Other intersection control options include
uncontrolled, yield sign controlled, less-than-all-way stop sign controlled,
and all-way stop sign controlled. Several new techniques of traffic
simulation are implemented, including a geometrically accurate lane-change
maneuver, sight distance restriction checking; intersection conflict
checking; and efficient storage and logic processing methods. New field data

recording devices which aid in collecting data for validation of the traffic
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simulation package and in determining suitable input for the model are
described.

Input to the TEXAS Model has been designed to be user oriented and
minimal while output is concise and functional. Documentation has been
developed for both users and programmers.

The TEXAS Model may be applied in evaluating existing or proposed
intersection designs and for assessing the effects of changes in roadway
geometry, driver and vehicle characteristics, flow conditions, intersection
control, lane control, and signal timing plans upon traffic operations.

The TEXAS Model is a useful and effective method for predicting traffic
performance at existing and proposed intersections. The summary statistics
that are reported can be obtained for a fraction of the cost of conventional
field study techniques. The detail that has been incorporated into the model
gives the user confidence that the behavior of the simulated driver-vehicle

units is similar to that which is observed in the real world.



SUMMARY

A practical tool for evaluating existing or proposed intersection designs
and for assessing the effects of changes in roadway geometry, driver and
vehicle characteristics, flow conditions, intersection control, lane control,
and signal timing schemes upon traffic operations has been developed by the
Center for Highway Research. It is called the TEXAS Model for 1Intersection
Traffic.

The TEXAS Model is a new microscopic traffic simulation package
consisting of a geometry processor, GEOPRO, a driver-vehicle processor, DVPRO,
and a traffic simulation processor, SIMPRO. Two sets of input designed to be
user oriented and minimal must be coded: 1) a set for GEOPRO and DVPRO and 2)
a set for SIMPRO. Both GEOPRO and DVPRO write data that will remain constant
for each simulation run onto a magnetic tape for later use by SIMPRO.

GEOPRO calculates the paths that vehicles will follow through the
intersection, intersection conflict points, and available sight distance.
DVPRO generates the random descriptors of the driver-vehicle units that are
used in the simulation. SIMPRO processes each driver-vehicle unit through the
intersection system while gathering a 1large selection of performance
statistics which are reported at the end of the simulation.

Several new features of traffic simulation are incorporated in the model.
Unique field data recording devices were developed to aid in the data
collection that was necessary for validating the traffic simulation package.
Sufficient detail is incorporated into the model to give the user confidence
that the behavior of the simulated driver-vehicle is similar to that which
would be observed in the field under the same conditions.

Examples of input and output for three intersections, which include a
wide variety of geometrics, traffic patterns, and signal control schemes are
provided. These example runs show the versatility of the TEXAS Model. The
relative ease of making changes in geometrics, traffic conditions, and control
strategies encourages the user to investigate several feasible schemes before

deciding on the most viable alternative to be implemented.
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IMPLEMENTATION STATEMENT

The design of intersections and the associated optimization of traffic
control require analysis of the effects of several interacting variables, such
as traffic patterns, geometric configurations, and traffic control schemes.
In the past, experience with similar situations and rationalization have
served as the primary means for evaluating anticipated results of unknown
combinations of these variables.

Now, as a result of this research, engineers can study the expected
performance of intersections under various conditions and decide on an optimum
design or strategy before actual implementation in the field. The summary
statistics of the performance values that are reported by the TEXAS Model for
Intersection Traffic are obtained for a fraction of the cost of conventional
field study techniques. Detail has been incorporated into the model to give
the user confidence that the behavior of the simulated driver-vehicle units is
similar to that which would be observed in the real world.

Since the improvement of intersection performance has 1long been of
concern to traffic engineers, this new and valuable tool will be of interest
and potential usefulness to engineers concerned with planning, geometric
design, and traffic operations in municipal transportation departments, state

highway departments, and the Federal Highway Administration.
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1.0 INTRODUCTION

Satisfactory solutions to traffic control problems at street and highway
intersections involve the evaluation of capacity, efficiency, safety,
environmental impact, and cost. This evaluation requires, among other things,
a detailed analysis of the expected responses of individual driver-vehicle
units to the unique conditions which may exist momentarily in the intersection
area. Traffic movement on a road network is a complex, time-varying
phenomenon which depends largely on the desires and capabilities of the
individual drivers, the capabilities of the vehicles, the physical geometry of
the road network and the type of traffic control.

v Engineers charged with the responsibility of optimizing traffic flow at
intersections have historically observed traffic behavior at intersections and
designed geometric configurations and regulatory traffic controls to improve
existing conditions. In the past, their recommendations were derived mainly
from the experience gained when such changes were made to other intersections
with similar problems. Inadequacies in this approach led engineers to predict
and use macroscopic estimations of traffic stream flow characteristics. As
traffic demands grew, more sophisticated analysis techniques were needed. The
lack of adequate means for predicting and tracing the response of individual
driver-vehicle units has concerned transportation engineers through the years.
Adequate tools have not been available for evaluating the performance of
isolated intersections, actuated signal controllers, or uncontrolled
intersections. Traffic simulation models for evaluating changes in roadway
geometry; drivers and vehicles; flow conditions; type of intersection and
lane control; and signal controller options have not been available nor
adequate.

Advances in digital computer technology during the past decade or so have
made it feasible to simulate complex physical phenomena with considerable
sophistication in a much compressed time frame. Several traffic simulation
programs have been developed (Refs 1-10), but none of these has been designed
specifically to handle the general case of a single, multi-leg, mixed-traffic

intersection operating either without control or with any conventional form of



traffic control. Detailed computer simulation of the four major elements
involved in the traffic flow (the driver, the vehicle, the roadway geometry,
and the traffic control) can be used to evaluate the complex interactions that
occur in actual traffic flow. By simulating various combinations of roadway
geometry and traffic control under a wide range of chosen traffic conditions,
the user can determine the optimum traffic flow conditions which can be
practically attained at an intersection.

In 1971, development of a traffic simulation package was undertaken as
part of the Cooperative Research Program between the Center for Highway
Research at The University of Texas at Austin, the Texas State Department of
Highways and Public Transportation, and the United States Department of
Transportation Federal Highway Administration. The objective of the research
effort was to develop, verify, calibrate, and validate a microscopic traffic
simulation package to evaluate traffic performance at isolated intersections
operating under various types of intersection control. The scope included the
development of all necessary computer programs in a form in which the general
user could input and run the simulation package; the design and testing of a
new generation of field data collection and storage devices; the collection
of appropriate field data to calibrate the resulting model; and the
development of project documentation. The scope of the study was restricted
to the simulation of ¢traffic at a single intersection since other models
(Refs 11-12) were at that time being configured primarily to handle
multi-intersection, signalized networks. Emphasis was placed on making the
traffic simulation package user-oriented and on minimizing ccmputer storage.
The philosophy of initially incorporating as much detail as possible into the
model and then subsequently eliminating any nonessential components was
adopted.

In the model which was developed, each individually characterized
driver-vehicle wunit 1is examined separately. At selectable time intervals
(from one-half to one second), the computer program makes available to the
simulated driver information suck as desired speed; destination; current
position, velocity, acceleration, and acceleration slope (jerk); relative
position and velocity of adjacent vehicles in the system; critical distances
which must be maintained; sight restrictions; and the location and status of
traffic control devices. The simulated driver can (1) maintain speed,

(2) accelerate, (3) decelerate, or (4) change lanes. Driver response is a



function of driver and vehicle characteristics; roadway geometry;
intersection and lane control; and the actions of the other driver-vehicle
units in the system. The highest priority 1logical response of the
driver-vehicle unit is determined on the premise that the driver wants to
maintain a desired speed but, will obey traffic laws and will maintain safety
and comfort. To implement the chosen action, a future position, velocity,
acceleration, and acceleration slope (jerk) are calculated, appropriate
descriptors of the driver's actions are stored, and logic values are updated.

Structured programming techniques were used in developing the necessary
computer programs. Each distinct function in the computer program is isolated
into a separate subprogram such that the higher-level subprograms contain
mainly FORTRAN CALL statements to the lower-level subprograms. The average
length of a subprogram is one to two pages of executable code. A special
storage management technique is used as necessary to minimize computer storage
requirements. FORTRAN IV language is used to implement the package on both
Control Data Corporation (CDC6600) and International Business Machines
(IBM370-155) computers. To achieve overall efficiency, computational
functions which may not change during the analysis of a given intersection
were isolated into a separate processor.

In this document, equations are written wusing standard FORTRAN IV
conventions (Ref 13). Specifically, the symbol "*" denotes multiplication,
the symbol "/" indicates division, and the symbol "#**" represents the raising

of a quantity to a power. As an example of multiplication, the equation

A = B#C (1.1)
is interpreted as "A is equal to B times C". As an example of division, the
equation

A = B/C (1.2)
is interpreted as "A is equal to B divided by C(C". As an example of the

raising of a quantity to power, the equation

A = B®iC (1.3)



is interpreted as "A is equal to B taken to the C power". In addition,
standard FORTRAN IV function names are used, such as ABS, ATAN, COS, and EXP.
In this document, verification is defined as the process of ensuring that
a particular algorithm for computation has been properly implemented in
computer language. Calibration is defined as the process of modifying the
verified computer model such that statistics gathered and reported by the
model reasonably agree with the statistics gathered from field studies under
similar conditions. Validation is defined as the process of ensuring that the

calibrated model is valid over a wide range of conditions.



2.0 ORGANIZATION OF THE TRAFFIC SIMULATION PACKAGE

The traffic simulation package which was developed consists of two
distinct components: (1) the traffic simulation portion and (2) the field
data collection and analysis portion. The traffic simulation portion performs
the calculations necessary to step each driver-vehicle unit through the
intersection system and to gather simulated performance statistics, while the
field data collection and analysis portion performs the calculations necessary
for reducing observed real-world performance information to a form comparable
with the simulation results.

The traffic simulation portion consists of two pre-simulation processors
and the traffic simulation processor. An essential function in the
pre-simulation process is defining the geometry of the intersection. A
geometry processor, GEOPRO, was developed to calculate and store all geometric
details that are held constant for each traffic simulation run. GEOPRO
(1) takes engineering data which describe the geometry of the intersection
(normally available from a plan-view diagram of the intersection),
(2) calculates the vehicle paths on the approaches, the vehicle paths within
the intersection, the points of conflict between intersection paths, and the
minimum available sight distance between vehicles on inbound approaches, and
(3) writes the geometry data onto a magnetic tape for subsequent use by the
traffic simulation processor. .

Another essential function in the pre-simulation process is defining the
traffic stream. A driver-vehicle processor, DVPRO, was developed to
characterize each driver-vehicle unit in the simulated traffic stream. DVPRO
(1) takes engineering data which describe the traffic flow (normally available
from routine traffic studies), (2) describes the characteristics of several
driver and vehicle classes, generates individually characterized
driver-vehicle units, and orders these units sequentially by queue-in time,
and (3) writes the driver-vehicle data onto a magnetic tape for subsequent use

by the traffic simulation processor.



Repetitious computations that are required for simulating the movement of
each driver-vehicle unit through the intersection in response to the defined
conditions are incorporated into a traffic simulation processcr called SIMPRO.
This processor (1) takes the output tapes produced by GEOPRQ and DVPRO plus
additional card input which describes traffic control and other parameters for
the particular simulation run, (2) processes each driver-vehicle unit through
the simulation system, and (3) gathers and prints performance statistics about
the simulation. The interrelation among these three processors is shown in
Fig 2.1.

For the field data collection and analysis portion, a new generation of
field data collection and recording devices was developed to aid in collecting
real-world performance statistics to be used for calibrating the simulation
model and to serve as input to the simulation pre-processors. A delay
recording device was developed to record observed stopped delay, queue delay,
volumes, headways, and signal indications on voice-grade cassette tapes. A
special time recording device was also developed to record observed headways
and to time critical traffic maneuvers.

In addition, several processors were developed to process and analyze the
data. To retrieve the data stored by the delay recording device, an
analog-to-digital processor, ADPRO, was developed. This processor (1) takes
the cassette tapes produced by the delay recording device and (2) produces a
digital tape containing the collected data. A delay, volume, and headway
processor, DVHPRO, (1) accepts the digital tapes produced by ADPRO and
(2) calculates and prints the observed performance statistics for selected
time intervals. These performance statisties can be used as input to the
traffic simulation processors or to calibrate the model. A headway
distribution fitting processor, DISFIT, was developed to aid in selecting
appropriate mathematical descriptors of observed headway distributions.
DISFIT (1) takes headways recorded by the delay recording devices or by the
time recording device, (2) computes location and dispersion parameters for the
data, fits selected mathematical distributions to the empirical headway data,
calculates Chi-square for the Chi-sguared goodness-of-fit test, and determines
the maximum cumulative difference for the Kolmogorov-Smirnov one-sample test,
and (3) plots a histogram of the input headway data and of each distribution

fitted. The interrelation among these processors is shown in Fig 2.2.
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3.0 THE GEOMETRY PROCESSOR
3.1 Introduction And Purpose

The geometry processor, GEOPRO, is one of the two pre-simulation
processors. The purpose of GEOPRO is to calculate the vehicle paths on the
approaches, the vehicle paths within the intersection, the points of conflict
between intersection paths, and the minimum available sight distance between
vehicles on inbound approaches. This information 1is processed in such a
manner as to eliminate all need for Cartesian coordinate information within
the traffic simulation model, but data are available which can define the
coordinates for any vehicle along any path, if desired. GEOPRO writes the
geometry data onto a magnetic tape for subsequent use by the traffic
simulation processor. All calculations and indexing of geometry information
for the traffic simulation phocess are included in GEOPRO. Initial

development of the geometry processor has been described by Rioux (Ref 14).

3.2 Input Requirements

The geometry processor accepts as input the engineering data describing
the physical layout of the intersection. This data is normally available from
a plan-view diagram of the intersection. The generalized input to GEOPRO 1is
shown in Table 3.1. The geometry processor options allow the user to define
the type of intersection paths to be generated, to request the type of plot
output desired, and to set the values of some parameters used in the
calculations. A detailed explanation of the input and its format is contained
in "The TEXAS Model for Intersection Traffic - User's Guide" (Ref 15).
Extensive input error checking is performed by GEOPRO to ensure that certain
data are within defined bounds, that all necessary information is provided,
and that certain information is not duplicated. The geometry processor will

print a message which describes the input error and then stop. There are 59
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Table 3.1 Generalized Input to the Geometry Processor

1. Title for the geometry processor run
2. Approach information
a. Number and list of inbound and outbound approaches
b. Azimuth for each approach
¢. Coordinates for start of each approach
d. Speed limit for each approach (mi/hr)
e, Number of lanes for each approach
f. Maximum angular deviation of straight-through movement for each approach
g. Maximum angular deviation of u-turn movement for each approach
3. Lane information
a. Width of each lane (ft)
b. Geometry of each lane
1. Full length of lane available
2. First of lane available only
3. Last of lane available only
4, Lane blocked in middle only
¢. Turning movements which can be generated from each inbound lane
d. Turning movements which can be accepted by each outbound lane
4, Arc information (for plotting)
a. Number of arcs
b. Coordinates for center of each arc
¢. Beginning azimuth of each arc
d. Sweep angle of each arc
1. Positive for clockwise
2. Negative for counter-clockwise
e. Radius of each arc (ft)
5. Line information (for plotting)
a. Number of lines
b. Coordinates for beginning point of each line

¢. Coordinates for end point of each line

{continued)
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Table 3.1 (continued)

6. Sight distance restriction information

a. Number of sight distance restriction points

b. Coordinates of each sight distance restriction point
7. Geometry processor options
Path type option (PRIMARY/OPTION1)
. Plot option (PLOT/PLOTI/NOPLOT)
. Plot framing option (SAME/SEPARATE) (if plot requested)
. Plot scale factor (ft/in) (if plot requested)

. Maximum radius of arc portion of intersection paths (ft)

Ho0 2 0 O P

Maximum distance between two intersection paths for an intersection
conflict to be detected (ft)
g. Plot paper width (12/30 inches)
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input errors detected by GEOPRO.

3.2.1 Input For Approaches

In developing the input for GEOPRO, the user refers to a plan-view
diagram of the intersection under study and determines which direction shall
be referenced as zero degrees azimuth. The user then numbers each inbound
approach (one which feeds traffic into the intersection) and each outbound
approach (one which carries traffic away from the intersection). The approach
numbers may be arbitrarily assigned but must be in the range from 1 to 12 and
must not be duplicated. The recommended procedure is to start numbering the
inbound approaches from the top of the diagram (zero degrees azimuth) and
proceed sequentially in a counter-clockwise direction wuntil all inbound
approaches are numbered, and then to sequentially number the outbound
approaches in the same manner. A normal four-leg intersection will have four
inbound and four outbound approaches. For the inbound approaches, the
southbound approach will be number 1, the eastbound approach will be number 2,
the northbound approach will be number 3, and the westbound approach will be
number 4. For the outbound approaches, the northbound approach will be
number 5, the westbound approach will be number 6, the southbound approach
will be number 7, and the eastbound approach will be number 8. The user then
determines the direction of traffic flow (azimuth) and the Cartesian
coordinates (between 0 feet and 2250 feet [686 meters]) of the median edge
(left edge) of the approach in the direction of traffic flow. Also noted are
the speed limit and the number of lanes. In order to define the type of
movement for each generated intersection path for each inbound approach, the
user must supply the number of degrees left or right of approach azimuth that
is to be considered a straight-through movement and the number of degrees left
or right of a full 180 degree turn that is considered a U-turn (see Fig 3.1).
It is necessary to designate the turn type in this manner so that paths can be
defined properly for certain skewed intersections and for intersections with

more than four legs.
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Fig 3.1. Definition of type of movement,
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3.2.2 Input For Lanes

For each lane, the user must specify the width, where the lane is
available and not available for traffic, and the turning movements which can
be generated from the lane (if an inbound lane) or the turning movements which
can be accepted by the lane (if an outbound lane). GEOPRO accommodates four
types of lanes (see Fig 3.2): (1) the full length of the lane is available,
(2) only the first part of the lane is available, (3) only the last part of
the lane is available, and (4) the middle part of the lane is not available.
When describing the turning movements that the lane can accommodate, the user
can specify U-turn, left turn, straight-through movement, and/or right turn.
If a plot is requested, these specifications are plotted as arrows at the end
of each inbound lane and at the start of each outbound lane to provide the
user with a visual check. These specifications are illustrated in Fig 3.3.
In the top half of this figure, a normal intersection is shown, and in the
bottom half, an example of an intersection with channelized right-turn bays is
presented. Note that if outbound lane B is also designated for accepting
straight-through movements, an intersection path connecting inbound lane A and
outbound lane B will be generated by GEOPRO. After all the intersection paths
are generated, a check is performed to ensure that an intersection path is
available for each turning movement that is specified for each inbound lane.

If not, an execution error message is printed and GEOPRO stops.

3.2.3 Input For Arcs And Lines

To improve the quality of plot output, the user may specify arc segments
of simple circles and straight line segments that are to be drawn by GEOPRO.
These are used to delineate curb returns, houses, buildings, detectors, and

other objects GEOPRO would not normally plot.
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3.2.4 Input For Sight Distance Restrictions .

If there are sight distance restrictions, the user provides coordinates
of critical points along the obstruction. The geometry processor considers
only horizontal alignment sight distance restrictions and does not accommodate
vertical alignment sight obstructions. When checking for restrictions, it is
assumed that a vertical wall extends in a straight line from the start of the
other approach to the specified coordinates. Thus, a continuous obstruction

may normally be represented by specifying a single coordinate.

3.2.5 Input For Geometry Processor Options

The geometry processor path type option allows the generation of PRIMARY
intersection paths, where no lane changing within the intersection is allowed,
or OPTION1 intersection paths, where the intersection paths may change not
more than one lane. Examples of PRIMARY intersection paths are illustrated in
Fig 3.4 and examples of OPTION1 intersection paths are shown in Fig 3.5.

The plot option allows the user to specify NOPLOT; PLOT, for ball point
pen plots; and PLOTI, for ink pen plots. The plot framing option controls
the plotting of the generated intersection paths: SAME, for intersection
paths for all inbound approaches drawn on the same plot frame; or SEPARATE,
for the intersection paths for each inbound approach drawn on separate plot
frames. Figures 3.3, 3.4, and 3.5 are examples of the use of the SEPARATE
plot frame option. The user may also specify (1) the plot scale factor, in
ft/in, for the plot of the entire intersection and approach area and (2) the
plot scale factor, in ft/in, for the enlargement of the intersection area
only. If the user does not specify these plot scale factors (or if a plot
scale factor is too small for the plot paper width) and a plot has been
requested, GEOPRO will select the appropriate scale factor, from a list of
normal scale factors, which will maximize the size of the plot within the
available plot paper width. The plot paper width can be specified by the user
as 12 inches (0.3048 meters) or 30 inches (0.762 meters). The user can also
specify the maximum radius for the arc portion of an intersection path. 1If a

generated intersection path has a radius which is larger than the maximum
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PRIMARY intersection paths.

Fig 3.4,
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specified, then GEOPRO will replace the path with a straight line segment
path. Also specified is the maximum distance between two intersection paths
for which an intersection conflict can be detected. This is the distance, for
example, between two opposing left turns that would cause the vehicles to
sideswipe each other even though the intersection paths do not cross. This
value should therefore be a minimum of one vehicle width plus a margin of

safety.

3.3 Algorithms For Computation

The traffic simulation processor is designed to simulate the movement of
driver-vehicle wunits on the approaches and through the intersection. To
minimize the execution time and computer storage requirements of the traffic
simulation processor, the coordinates of the position of each driver-vehicle
unit are not calculated or kept during the simulation. Instead of
coordinates, the distance that each unit travels along a predefined path is
computed, no matter what the configuration of the path. Once a unit reaches
the end of a path, it is transferred onto another path in accordance with the
desired destination of the unit. It is the function of the geometry processor

to calculate the shape and length of all paths that are used by the traffic

simulation processor.

3.3.1 Data Structure

GEOPRO uses a special storage management and logic processing routine
called COLEASE. Chapter 6 discusses COLEASE in more detail. This program
accomplishes two objectives: (1) it provides a mechanism for storing
specified variables in a format which maximizes computer bit storage by
disregarding normal word boundaries and (2) it establishes an efficient wmeans
for processing logical binary networks. The geometry processor does not use

the logic processing capabilities of COLEASE.
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The user of COLEASE defines entities, which are groups of attributes
(variables). GEOPRO has 7 entities whose names are: APPRO (approach
attributes), ARC (arc attributes), CONFLT (intersection conflict attributes),
LANE (inbound and outbound lane attributes), LINE (line attributes), PATH
(intersection path attributes), and SDR (sight distance restriction
attributes).

In GEOPRO, there is an array called LIBA, in COMMON block GEOPRO, which
is the list of inbound approaches. A value in LIBA serves as a pointer to the
entry in the APPRO entity which contains information about the inbound
approach. Likewise, there 1is an array called LOBA, also in COMMON block
GEOPRO, which is the list of outbound approaches. A value in LOBA 1is a
pointer to the entry in the APPRO entity which contains the information about
the outbound approach. The number of inbound approaches, NIBA, and the number
of outbound approaches, NOBA, are also in COMMON block GEOPRO.

An attribute of the APPRO entity is the number of lanes, NLANES, and a
corresponding list of‘lanes, LLANES. A value in LLANES serves as a pointer to
the entry in the LANE‘entity which contains the information about the lane.
Another attribute of the APPRO entity is the number of sight distance
restrictions, NSDR, the list of sight distance restriction numbers, ISDRN, and
the list of sight distance restriction approach numbers for the other approach
involved in the sight distance restriction, ISDRA.

An attribute of the LANE entity is the number of intersection paths,
NPINT, and the list of intersection paths, LPINT, connected to the lane (if an
inbound 1lane).

An attribute of the PATH entity is the number of geometrically
conflicting intersection paths, NGEOCP, and the 1list of geometrically
conflicting intersection paths, IGEOCP. The PATH entity also has attributes
which define the 1linking outbound approach, LOBAP, and the linking outbound
lane, LOBL.

The entities in GEOPRO contain numerous other attributes which describe
the intersection being processed. A total of 24,782 attributes are stored by
COLEASE. On CDC computers, these attributes and their bookkeeping data are
stored in 4,254 60-bit computer words (5.83 attributes per computer word)
while on IBM computers, these attributes and their bookkeeping data are stored

in 7,708 32-bit computer words (3.22 attributes per computer word).
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3.3.2 Vehicle Paths .

For the paths on the approaches, the traffic simulation processor needs
the approach number and the lane number in which each path lies, the portions
of the path that are available for traffic flow, the speed limit for vehicles
on the path, and the intersection paths which originate from each inbound
lane. For the paths within the intersection, the traffic simulation processor
must know the approach number and the lane number of the inbound approach from
which each path enters the intersection, the approach number and the 1lane
number of the outbound approach where the path departs the intersection, the
length of the path, the type of turning movement, the speed limit of vehicles
on the path, the minimum turning radius of the path, and the potential points

of conflict between other intersection paths.

3.3.3 Approach Paths

For the paths on the approach, the geometry processor generates a path
that goes exactly down the middle of the lane if the lane width is an even
number of feet. If the lane width is an odd number of feet, the geometry
processor generates a path that lies one-half foot (0.1524 meter) towards the

median edge (left edge) from the exact middle of the lane.

3.3.4 Intersection Paths

For paths within the intersection, an approximation of the actual
geometry of turning paths is utilized. When making a turn within an
intersection, a vehicle is normally steered from a straight path (a curve that
has an infinite radius) to a path which has some finite, constant radius and
then again to a straight path. The portion of the path that has a finite
constant radius is simply an arc of a circle. Since it is impossible for the
path of the vehicle to change instantaneously from an infinite radius to some

finite radius, a transition path 1is developed in entering and leaving the
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circular portion. A spiral (clothoid) curve, which changes radius in direct
proportion to the distance along the curve, is frequently used to approximate
this transition curve (Ref 16). To minimize the amount of information
required to describe each path within the intersection and to minimize the
complexity of the calculations of the coordinates of any point along the
simulated vehicle path, no transition curves are used in the geometry
processor. Only straight line segments and arcs of circles are used to
describe intersection paths. This approximation is felt to be justified since
the precision is consistent with other elements in the traffic simulation
procedure. For example, there 1is only about a 5 percent difference in the
length of the path described by a simple circular curve and in a comparable

path which incorporates two spiral transition curves (see Fig 3.6).

3.3.5 Intersection Path Geometry

In order to be able to plot the intersection path and to possibly
calculate the Cartesian coordinates of a vehicle on an intersection path,
adequate information must be calculated by GEOPRO to fully describe the
geometry of each path. An intersection path has been adopted which contains
one or more of four seduential segments. The first segment 1is a straight
line, the second segment is an arc of a circle, the third segment is also an
arc of a circle but the rotation is the reverse of that of the second segment,
and the fourth segment is a straight line. All paths within the intersection
can be described by one or more of these segments in sequence. A segment
length of =zero means that the segment 1is not wused in describing the
intersection path.

For the straight line segments, the Cartesian coordinates of the start
and end points of the line and the length of the segment are determined. For
the arc segment, the Cartesian coordinates of the center of the circle, the
beginning azimuth of the arc, the central angle subtended by the arc (positive
for clockwise rotation and negative for counter-clockwise rotation), the

radius of the circle, and the length of the arc segment are found.
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Using the four segments of the intersection path, the five possible path
configurations are (1) a single straight line (segment 1 only), (2) a single
arc of a circle (segment 2 only), (3) a reverse circular curve (segment 2
followed by segment 3), (U4) a straight line followed by an arc of a circle
(segment 1 followed by segment 2), and (5) an arc of a circle followed by a
straight 1line (segment 2 followed by segment Y4), Figure 3.7 demonstrates
examples of these five path configurations (path 5 in this figure would

normally be illegal for the intersection).

3.3.6 Radius Of Arc For Intersection Paths

In selecting the radius of the circular curve used to describe an
intersection path, the maximum feasible radius is chosen. This is done
because the largest rgdius allows the maximum speed on the path. This
requires the minimum braking and steering wheel rotation by the driver. If
the radius of an arc for the path is greater than some specified maximum, a
straight 1line is used instead of an arc of a circle. Figure 3.8 illustrates
the difference in length between a 500-foot (152.4-meter) radius reverse

circular curve path and a straight line segment path.

3.3.7 1Intersection Path Turn Movement Type

To determine the turn movement type, the angle that the vehicle must turn
through to negotiate the path is calculated and compared with the angle which
defines the type of movement for the approach (see Fig 3.1). The U-turn is
normally considered to be a full 180-degree turn, but an allowance has been
made to permit the user to specify how many degrees less than a full
180~degree turn is classified a U-turn. Therefore, if the user wanted a
160-degree turn to be classified a U-turn, a value of 20 degrees would be
input. The straight-through movement 1is normally considered to be exactly
straight ahead, but again the user may specify how many degrees less than or

greater than exactly straight ahead is considered a straight-through movement.
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A left turn is thus any turn to the left that has not been classified as a
U-turn or . a straight-through movement. A right turn is any turn to the right
that has not been classified as a U-turn or a straight-through movement.
Before the paths within the intersection are calculated, the coordinates
of the center of the end of each inbound lane and the center of the start of
each outbound lane are determined. Because the type of ¢turn 1is not known
until the calculations for the intersection path are finished, a path is
generated from each inbound lane to every outbound lane. After the properties
of a particular intersection path are calculated, the path turn type is
determined and the intersection path is checked to ensure that it is a legal
maneuver for the inbound and outbound lanes. Only one intersection path is
generated from an inbound 1lane to an outbound lane. To simplify the
calculations of the properties of an 1intersection path, all necessary
coordinates are rotated by the negative value of the azimuth of the inbound
lane. This rotation makes the inbound lane artificially point north (zero
azimuth); thus, if the rotated X coordinate of the outbound lane is less than
the rotated X coordinate of the inbound lane, the intersection path could be a
left turn. If the rotated X coordinate of the outbound lane is greater than
the rotated X coordinate of the inbound lane, the intersection path could be a

right turn.

3.3.8 R Critical And Y Critical

When the properties for an intersection path are being calculated, the
angle of the turn is the number of degrees that the vehicle would turn through
going from the inbound to the outbound lane (denoted as JANGLE in the
following figures and in GEOPRO). The absolute value of the distance
perpendicular to the inbound lane from the end point of the inbound 1lane to
the starting point of the outbound 1lane is called the ADX distance. The
absolute value of the distance parallel to the inbound lane from the end point
of the 1inbound lane to the starting point of the outbound lane is called the
ADY distance. As shown in Fig 3.9, for a specific ADX distance and a specific
JANGLE, there is a unique ADY distance such that an arc of a circle is exactly

tangent to both the end of the inbound lane and the start of the outbound



29

‘*\\\\\

JANGLE

OUTBOUND

B ADX .

INBOUND

Fig 3.9. Conceptualization of R critical and Y critical.
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lane. The radius of this arc is called R critical (denoted RC in the figures
and GEOPRO) and the ADY distance is called Y critical (denoted YC in the
figures and GEOPRO). Figure 3.10 shows the flow process used to determine the
appropriate subprogram which GEOPRO uses to calculate the properties for the

intersection paths.

3.3.9 U-turns

The calculations for the left and right U-turns (JANGLE equal to 180
degrees) calls for the radius to be one-half of the ADX distance and if there
is a non-zero ADY distance, a straight line segment is added before or after
the arc segment with a length equal to the ADY distance (see Fig 3.11 and
Fig 3.12).

3.3.10 Left Turns

The calculations for R critical and Y critical are shown in Fig 3.13 for
left turns of less than 90 degrees (JANGLE not equal to zero degrees). For an
ADY distance less than Y critical, a straight line segment is calculated (with
a length equal to the Y critical distance minus the ADY distance) following an
arc with a radius less than R critical (see Fig 3.14). For the unusual case
where the projections of the inbound and outbound approach paths do not
intersect within the intersection area, a special reverse circular curve is
calculated. The basic premise of the reverse curve is that the radii of both
arcs are equal, thus producing the fastest intersection path. From the
calculations shown 1in Fig 3.15, the equation for the radius of the arc is
calculated using the quadratic formula. For an ADY distance greater than or
equal to Y critical, a straight line segment is calculated (with a length
equal to the ADY distance minus the Y critical distance) preceding an arc with

a radius equal to R critical (see Fig 3.16).
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The calculations for R critical and Y critical are shown in Fig 3.17 for
left turns greater than or equal to 90 degrees (JANGLE not equal to 180
degrees). For an ADY distance less than Y critical, a straight 1line segment
is calculated (with a length equal to the Y critical distance minus the ADY
distance) following an arc with a radius less than R critical (see Fig 3.18).
For an ADY distance greater than or equal to Y critical, a straight line
segment is calculated (with a length equal to the ADY distance minus the Y
critical distance) preceding an arc with a radius equal to R critical (see
Fig 3.19).

3.3.11 Straight-through Movements

The calculations for the straight-through movements (JANGLE equal to zero
degrees) call for a reverse circular curve to be calculated if there is a
non-zero ADX distance and for only a straight line segment to be calculated if
there is a zero ADX distance. The calculations for the radius of the arcs are
shown in Fig 3.20 and Fig 3.21. The basic premise for the calculations 1is
that the radii for the two arcs are equal, thus producing the fastest
intersection path. The formulae for the radius are simplifications of the

calculations in Fig 3.15 and Fig 3.24 with JANGLE equal zero.

3.3.12 Right Turns

The calculations for R critical and Y critical are shown in Fig 3.22 for
right turns of less than 90 degrees (JANGLE not equal to zero degrees). For
an ADY distance less than Y critical, a straight line segment 1is calculated
(with a 1length equal to the Y critical distance minus the ADY distance)
following an arc with a radius less than R critical (see Fig 3.23). For the
unusual case where the projections of the inbound and outbound approach paths
do not meet within the intersection, a special reverse curve is calculated
(see Fig 3.24). The basic premise of the reverse circular curve is that the

radii of both arcs are equal, thus producing the fastest path. From the
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calculations shown in Fig 3.24, the equation for the radius of the arcs is
calculated using the quadratic formula. For an ADY distance gréater than or
equal to Y critical, a straight line segment is calculated (with a length
equal to the ADY distance minus the Y critical distance) preceding an arc with
a radius equal to R critical (see Fig 3.25).

The calculations for R critical and Y critical are shown in Fig 3.26 for
right turns greater than or equal to 90 degrees (JANGLE not equal to 180
degrees). For an ADY distance less than Y critical, a straight 1line segment
is calculated (with a length equal to the Y critical distance minus the ADY
distance) following an arc with a radius less than R critical (see Fig 3.27).
For an ADY distance greater than or equal to Y critical, a straight line
segment is calculated (with a length equal to the ADY distance minus the Y
critical distance) preceding an arc with a radius equal to R critical (see
Fig 3.28).

3.3.13 Path Type Option

It is unrealistic to assume that every driver always obeys the law. A
left turn usually may be made only from the extreme left lane (median lane)
and a right turn may be made only from the extreme right 1lane (curb lane)
unless an official traffic control device gives legal authority for other
turning movements (Ref 17). Straight-through movements are always legal
unless modified by an official traffic control device. In a normal four-leg
intersection consisting of two lanes per inbound approach and two lanes per
outbound approach, the median lare normally accommodates 1left turns and
straight-through movements and the curb lane provides for straight-through
movements and right turns.

Since a prevalent problem with intersection operation is improper lane
use within the intersection, a traffic simulation model would be restricted in
its application if it calculated and made available only those paths within
the intersection which are legally permissible by basic traffic laws or local
signing. To allow the user to measure the effects of such maneuvers, two
options which control the generation of the paths within the intersection have

been established. The path type option may be PRIMARY, which calculates only
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Fig 3.25. Calculations for right turns less than 90 degrees
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RC + RC*COS(180-JANGLE) = ADX
RC*(1+C0S(180-JANGLE) = ADX

RC = ADX / (1+C0S(180-JANGLE))
YC = RC*SIN(180-JANGLE)

Fig 3.26. RC and YC calculations for right turns greater than
or equal to 90 degrees.
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Fig 3.27. Calculations for right turns greater than or equal
to 90 degrees and ADY 1less than YC .
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Fig 3.28. calculations for right turne greater than or equal to 90 degrees
and ADY greater than or equal to YC .,
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those intersection paths which are legally permissible according to the basic
traffic laws or local signing and do not involve lane changing within the
intersection. The path type option may also be OPTION1, which generates all
the PRIMARY intersection péths but also calculates intersection paths that
change not more than one lane within the intersection. Examples of PRIMARY
and OPTION1 intersection paths are found in Fig 3.4 and Fig 3.5.

The geometry processor tries to calculate an intersection path connecting
each inbound 1lane with each outbound 1lane. If the turning movement type
determined for the intersection path has not been specified for the inbound
lane and for the outbound 1lane, then the intersection path is discarded.
Next, the geometry processor determines whether the intersection path changes
lanes within the intersection. Because U-turns are special turning maneuvers,
no checking is performed to determine whether the U~turn involves changing
lanes. For left turns and straight-through movements, the geometry processor
determines the first lane (from median to curb lane, or from left to right) on
the inbound approach which c¢an generate the turning movement type of the
intersection path being checked (denoted LNI) and the first lane (from median
to curb lane, or from left to right) on the outbound approach which can accept
the turning movement type of the intersection path being checked (denoted
LNO) . If the 1inbound lane number for the intersection path is not the same
relative number from LNI as the outbound lane number for the intersection path
relative to LNO, then the intersection path is considered to change lanes,
This procedure allows the straight intersection paths at the top of Fig 3.4 to
be considered as not changing lanes because they go from the first and second
lanes available on the inbound approach for straight-through movements to the
first and second lanes available on the outbound approach for straight-through
movements, respectively, whereas the other straight intersection paths at the
top of Fig 3.5 are considered as changing lanes. If the inbound lane number
is 1 or is not the last lane for the inbound approach, then the path type
option is determined from this lane-change condition. If the inbound lane
number is not 1 and is the last lane for the inbound approach, then the path
type option is determined from the 1lane-change condition calculated when
checking from curb to median lane (from right to left). This procedure alldws
the straight intersection path from the curb lane in the middle of Fig 3.4 to
be considered as changing lanes but to be a PRIMARY path. In the traffic

simulation processor, driver-vehicle units using this intersection path have
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to yield to units using the other straight intersection path and try to change
lanes to the median lane before the unit enters the intersection. For right
turns, the geometry processor determines the first lane (from curb to median
lane, or from right to left) on the inbound approach which can generate the
turning movement type of the intersection path being checked (denoted LNI) and
the first 1lane (from curb to median lane, or from right to left) on the
outbound approach which can accept the turning movement type of the
intersection path being checked (denoted LNO). Again, if the inbound lane
number for the intersection path is not the same relative number from LNI as
the outbound 1lane number for the intersection path relative to LNO, then the
intersection path changes lanes. The path type option is then determined from

this lane change condition.

3.3.14 Maximum Speed For Intersection Paths

The maximum speed on the paths within the intersection is a function of
the minimum turning radius of the intersection path, the value for safe side
friction, and the value of superelevation (the geometry processor does not
consider superelevation at the intersection). The value for safe side
friction used in the design of horizontal alignment is a function of velocity.
At velocities 1less than 46.7 mi/hr (75.2 km/hr), the functional relationship
is parabolic, while at higher velocities it is linear (Ref 18). Figure 3.29
shows the design values for the side friction as a function of velocity and
the equations used in GEOPRO. Figure 3.30 and Fig 3.31 show the values for
maximum speed on horizontal curves versus values for radius from 0 feet to
4,000 feet (1,219.2 meters) and 0 feet to 1,000 feet (304.8 meters),
respectively. If an intersection path is only a straight line segment, then
the radius is zero and the speed based on that radius is infinite. The
maximum speed of the intersection path is set to the minimum of the inbound
approach path speed limit, the speed based on the radius of the intersection

path, and the outbound approach path speed limit.
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3.3.15 Sight Distance Restrictions

In developing the computations for sight distance restrictions, the
desire to eliminate the need for Cartesian coordinate checking within the
traffic simulation processor was fulfilled. For each inbound approach, GEOPRO
determines whether there is a sight obstruction with any of the other inbound
approaches. The wuser supplies the coordinates of each sight distance
restriction (see Fig 3.32). For each 25-foot (7.62-meter) increment along an
inbound approach, the coordinates of the center of the 25-foot (7.62-meter)
increment are found and the equation for a line with its origin at the center
of the increment and passing through each of the sight distance restriction
coordinates is formulated. Then the lines are checked to see whether or not
they intersect with a line from the center of the start of an inbound approach
to the center of the end of an inbound approach, and if they intersect, then
the distance from the center of the start of the other inbound approach to the
intersection of the two 1lines is found and saved. This distance is called
LDOWN in Fig 3.33 and GEOPRO. If another driver-vehicle wunit's position on
the other inbound approach 1is 1less than the LDOWN distance, then the unit
cannot be seen. If its position is greater than or equal to the LDOWN
distance, then the unit can be seen, If the LDOWN distance between any two
inbound approaches is zero for each 25-foot (7.62-meter) increment, then there
is no sight obstruction between the approaches. For a particular 25-foot
(7.62-meter) increment, GEOPRO uses the largest LDOWN distance if there is
more than one sight distance restriction coordinate. This procedure ensures
that the minimum distance from the intersection (visible distance) is found

for each 25-foot (7.62-meter) increment.

3.3.16 Intersection Conflicts

The geometry processor also calculates all the potential points of
conflict between intersection paths. It accomplishes this task by determining
whether there is a physical point of intersection between any of the component
segments of an intersection path. An intersection path is composed of one or

more segments in sequence: Segment 1 is a straight line segment; Segment 2
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(Xt,YI)
Center of @ 25-ft (7.62-m)
Increment on an Inbound
Approach

/

*_LDOWN= SQRT ((X4-X2)xx2+ (Y4-Y2)x%2)+ 0.5

g
(X3Y3) -4 —

Center of End
of Inbound

Approacr}/ <Distan ce

59

Point of Sight Distance
Restriction
(XSDR,YSDR)

— 4= (X2)2)

T
|
|

Visible

—-la|_ DOWN">

(X4,Y4)
Point of
Visibility

Center of
Start of Inbound
Approach

Fig 3.33. Conceptualization of calculation of visible distance.



60

is an arc of a circle; Segment 3 is an arc of a circle; and Segment U4 is a
straight line segment. GEOPRO uses algebraic equations for the intersection
of two straight line segments (see Section 3.3.16.1), the intersection of a
straight line segment and an arc of a circle (see Section 3.3.16.2), and the
intersection of two arcs of circles (see Section 3.3.16.3). These equations
may seem trivial, but their derivations and the transformations to computer
language were quite involved. GEOPRO checks each intersection path with every
other intersection path, checking first for a physical intersection with the
actual intersection path (center of the vehicle path), checking next with a
path parallel to the actual intersection path which is 1 foot (0.3048 meters)
from the actual intersection path (for rounding errors), and lastly checking
with a path parallel to the actual intersection path which is ICLOSE feet from
the actual intersection path (see Fig 3.34). The value of ICLOSE is input by
the user and is the maximum distance between two intersection paths for an
intersection conflict to be detected.

It has been found that only left turning and U-turn intersection paths
need an outer band of ICLOSE distance because almost all other intersection
paths will physically intersect if there is an intersection conflict. Other
intersection paths use a 7-foot (2.1336-meter) outer band. It is assumed that
intersection paths originating from the same inbound approach and the same
inbound lane do not constitute an intersection conflict (see top example in
Fig 3.35). Intersection paths which originate from the same inbound approach
but go to different outbound lanes and which do not change lanes within the
intersection are assumed to have no intersection conflicts (see bottom example
in Fig 3.35).

The intersection conflict pointers are ordered for each intersection path
by the distance down the intersection path to the point of conflict. By
performing this operation, the traffic simulation processor can assume that
the next intersection conflict on an intersection path list is further down

the intersection path than the previous conflict.
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Fig 3.34. Conceptualization of intersection conflicts.
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3.3.16.1 Intersection Of Two Straight Line Segments

Assuming that there are two straight line segments which may or may not
intersect, the problem is to discover whether they do or not intersect. There
are five distinet cases which must be investigated (see Fig 3.36):
(1) neither 1line segment is vertical and they are not parallel, (2) neither
line segment is vertical and they are parallel, (3) line segment A is vertical
while 1line segment B is not vertical, (4) line segment B is vertical while
line segment A is not vertical, and (5) both line segments are vertical. Line
segment A is defined as a line going from coordinates (X1,Y1) to (X2,Y2) and
line segment B goes from coordinates (X3,Y3) to (X4,Y4). For the first case,
when neither line segment is vertical and they are not parallel, the equation

of line segment A is

YA = XMA*XA + XBA (3.1)
where XMA is the slope of line segment A and is

XMA = (Y2-Y1)/(X2-X1) (3.2)
and where XBA is the Y intercept of line segment A and is

XBA = Y1 - X1*XMA | . (3.3)
The equation of line segment B is

YB = XMB*XB + XBB (3.4)
where XMB is the slope of line segment B and is

XMB = (Y4-Y3)/(X4-X3) (3.5)
and where XBB is the Y intercept of line segment B and is

XBB = Y3 - X3*XMB (3.6)
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When Eq 3.1 and Eq 3.4 are solved simultaneously, the equation for the X

coordinate of the point of intersection is

XINT = (XBB-XBA)/(XMA-XMB) (3.7)

while the Y coordinate of the point of intersection is

YINT = XMA*XINT + XBA (3.8)

For the second case, when neither line segment is vertical and they are
parallel, the equation for line segment A is given by Eq 3.1 through Eq 3.3,
and the equation for line segment B is given by Eq 3.4 through Eq 3.6. The
perpendicular distance between line segment A and line segment B is given by

the following equation

DIST = ABS(XBA-XBB)*COS(ATAN(0.5%(XMA+XMB))) (3.9)

If this distance approaches zero, then the line segments possibly intersect
continuously; otherwise, the 1line segments do not intersect. If the line
segments intersect continuously, then the minimum X and Y coordinates where
the line segments are the same are given by

XINT1 AMAX1(AMIN1(X1,X2) ,AMIN1(X3,X4)) (3.10)

YINT1

AMAX1(AMIN1(Y1,Y2),AMIN1(Y3,Y4)) (3.11)

and the maximum X and Y coordinates where the line segments are the same are

given by

XINT2

AMIN1(AMAX1(X1,X2),AMAX1(X3,X4)) (3.12)

YINT2 AMIN1(AMAX1(&1,Y2),AMAX1(Y3,Y4)) (3.13)

For the third case, when line segment A is vertical while line segment B

is not vertical, the equation for line segment A is
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XA = 0.5%(X1+X2) ' (3.14)
and the equation for line segment B is given by Eq 3.4 through Eq 3.6. When
Eq 3.14 and Eq 3.4 are solved simultaneously, the X coordinate of the point of
intersection is

XINT = XA (3.15)
and the Y coordinate of the point of intersection is

YINT = XMB*XINT + XBB (3.16)

For the fourth case, when line segment B is vertical while line segment A
is not vertical, the equation for line segment A is given by Eq 3.1 through
Eq 3.3 and the equation for line segment B is

XB = 0.5%(X3+X4) (3.17)

When Eq 3.1 and Eq 3.17 are solved simultaneously, the X coordinate of the

point of intersection is

XINT = XB (3.18)
while the Y coordinate of the point of intersection is

YINT = XMA¥*XINT + XBA (3.19)

For the last case, when both line segments are vertical, the equation for

line segment A 1is given by Eq 3.14 while the equation for line segment B is
given by Eq 3.17. Because both line segments are vertical, the perpendicular
distance between 1line segment A and line segment B is given by the following
equation

DIST = ABS{XA-XB) (3.20)

If this distance approaches zero, then the line segments possibly intersect



continuously; otherwise, the 1line segments do not intersect. If the line
segments intersect continuously, the minimum X and Y coordinates where -both

line segments are the same are given by

XINT1

0.5%(XA+XB) (3.21)

YINT1

AMAX1(AMIN1(Y1,Y2),AMIN1(Y3,Y4)) (3.22)

and the maximum X and Y coordinates where both line segments are the same are

given by

XINT2 XINT1 (3.23)

YINT2 AMIN1(AMAX1(Y1,Y2) ,AMAX1(Y3,YH4)) (3.24)

In each of the cases where there is one point of intersection between the
line segments, appropriate tests are made to ensure that the point of

intersection lies on both line segment A and line segment B.

3.3.16.2 Straight Line Segment Intersection With An Arc Of A Circle

Assuming that there is a straight line segment which may or may not
intersect with an arc of a circle, the problem is to discover whether they do
or do not intersect. There are four distinct cases which must be investigated
(see Fig 3.37): (1) the straight line segment is not vertical and intersects
the arc of the circle twice, (2) the straight line segment is not vertical and
is tangent to the arc of the circle, (3) the straight line segment is vertical
and intersects the arc of the circle twice, and (4) the straight line segment
is vertical and 1is tangent to the arc of the circle. The straight line
segment is defined as going from coordinate (X1,Y¥1) to (X2,Y2) and the arc of
a circle is defined as having a center-of-circle coordinate of (XC,YC), having
a radius equal to R, starting at an azimuth of BAZIM, and having a sweep angle

of DEG degrees.
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Fig 3.37. Straight line segment Iintersection with an arc of a circle.



For the first case, when the straight line segment is not
intersects the arc of the circle twice, the equation of the
segment is
Y = XM + XB

where XM is the slope of the line segment and is
XM = (Y2-Y1)/(X2-X1)

and where XB is the Y intercept of the line segment and is
XB = Y1 - X1#XM

The equation of the arc of the circle isbe

(X-XC)**2 4 (Y-YC)**2 = R¥*2

When Eq 3.25 and Eq 3.28 are solved simultaneocusly, the equations

and Y coordinate of the points of intersection are

XINT1 = (-B+SQRT(B¥**2-4¥AxC))/(2%4)
YINT1 = XM*XINT1 + XB
XINT2 = (-B-SQRT(B¥*¥*2-4%pkC))/(2%4)
YINT2 = XM*XINT2 + XB

where A, B, and C are constants of the quadratic equation and are

A = 1.0 + XM¥¥*2
B = -2%XC + 2*XMdXB -2%YC¥XM
C = XC#%2 4 YC*¥2 , XB*¥2 _ R¥¥2 _O*YCXB
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For the second case, when the straight line segment is not vertical and
is tangent to the arc of the circle, the equation of the straight line segment
is defined by Eq 3.25 through Eq 3.27 and the equation of the arc of ‘the
circle is defined by Eq 3.28. Again, when Eq 3.25 and Eq 3.28 are solved
simultaneously, the equations for the X and Y coordinate of the point of

intersection are (because B¥*2_L¥A*C approaches zero)

XINT

-B/(2*4) (3.36)

YINT

XM*XINT + XB (3.37)

where A, B, and C are constants of the quadratic equation and are defined by
Eq 3.33 through Eq 3.35.

For the third case, when the straight 1line segment 1is vertical and
intersects the arc of the circle twice, the equation of the straight line

segment is
X = 0.5%(X1+X2) (3.38)
and the equation of the arc of the circle is defined by Eq 3.28. When Eq 3.38

and Eq 3.28 are solved simultaneously, the equations for the X and ¥

coordinate of the points of intersection is

XINT1 = X (3.39)
YINT1 = (-B+SQRT(B®*2-4*p%C))/(2%A) (3.40)
XINT2 = X (3.41)
YINT2 = (-B-SQRT(B**2-4*p*C))/(2%A) (3.42)

where A, B, and C are constants of the quadratic equation and are
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A = 1.0 (3.43)
B = -2%YC ' (3.44)
C = YC¥¥2 4 (X-XC)¥%2 — Rit¥2 (3.45)

For the last case, when the straight line segment is vertical and is
tangent to the arc of the circle, the equation of the straight line segment is
defined by Eq 3.38 and the equation of the arc of the circle is defined by
Eq 3.28. Again, when Eq 3.38 and Eq 3.28 are solved simultaneously, the
equation for the X and Y coordinates of the point of intersection would be

(because B#*2-4*A%C agpproaches zero)

XINT

11}
<

(3.46)

YINT

-B/(2%*4) (3.47)

where A, B, and C are constants of the quadratic equation and are defined by
Eq 3.43 through Eq 3.45.

In each of the cases, appropriate tests are made to ensure that the
point(s) of intersection lies on both the straight line segment and the arc of

the circle.

3.3.16.3 1Intersection Of Two Arcs Of Circles

Assuming that there are two arces of c¢ircles which may or may not
intersect, the problem is to discover whether they do or do not intersect.
There are four distinct cases which must be investigated (see Fig 3.38):
(1) the ares of the circles intersect twice and the Y coordinates of the
points of intersection are not the same, (2) the arcs of the circles intersect
twice and the Y coordinates of the points of intersection are the same,
(3) the arcs of the circles are tangent, and (4) the arecs of the circles
intersect continuously. The arc of circle A is defined as having a

center-of-circle coordinate of (XCA,Y¥CA), having a radius equal to RA,
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)
(XCB,YCB)

(XINT2,YINT2)

The arcs of the circles intersect twice and the Y coordinates
of the intersection are not the same
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The arcs of the circles intersect twice and the Y coordinates
of the intersection are the same
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The arcs of the circles are tangent

Fig 3.38. Arc of a circle intersection with another arc of a circle.
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starting at an azimuth of BAZIMA, and having a sweep angle of DEGA degrees,
while the arc of circle B is defined as having a center-of-circle coordinate
of (XCB,YCB), having a radius equal to RB, starting at an azimuth of BAZIMB,
and having a sweep angle of DEGB degrees.

For the first case, when the arcs of the circles intersect twice and the
Y coordinates of the points of intersection are not the same, the equation of

the arc of circle A is

(X-XCA)**2 4 (Y-YCA)*¥2 = PRA#*®2 (3.48)
while the equation of the arc of circle B is

(X-XCB)**2 4+ (Y-YCB)**2 = RB¥¥? (3.49)

When Eq 3.48 and Eq 3.49 are solved simultaneously, the equations for the Y

coordinates of the points of intersection are

YINT1

(-B+SQRT(B*¥*2-4*p%C))/(2%A) (3.50)

YINT2

(-B-SQRT(B*¥*2_4xp%C))/(2%4) (3.51)

where A, B, and C are constants of the quadratic equation, as follows

A = L4%((XCB-XCA)**2,(YCB-YCA)*%2) (3.52)

B = U4#*(YCB-YCA)*(RB¥%2_RA#¥2,YCA®®2_YCB¥*2) - (3.53)
L* ((XCB-XCA)®#*2)* (YCA+YCB)

C = ((RB¥*2-RA%*2)_(YB*¥2_YAR#D) ki3 (3.54)
((XCB-XCA)¥**2)%(_2#RB¥¥2_D%RAK#D, ORYCAKRD
+2%YCB¥#*2, (XCB-XCA) *¥*2)

The author was unable to develop an equation which would explicitly express
the X coordinate of the intersection because the equation would involve a plus
or minus square root term and no rule could be formulated for choosing whether

the plus case or the minus case should be used. Since the value had to be one
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or the other, the plus case was calculated and a test was performed to see if
the coordinate (XINT,YINT) was RA distance away from (XCA,YCA) and RB distance
away from (XCB,YCB). If the test was true, then the plus case was used;
otherwise the minus case was used. The equation for an X coordinate of the
intersection of the arcs of the circles, given a Y coordinate of the point of

intersection YINT, is as follows

XINT

XCA + SQRT(RA®*2_(YINT-YCA)%*%2) (3.55)

or

XINT

XCA - SQRT(RA**2-(YINT-YCA)*%2) (3.56)

Since the point of intersection should lie on both arcs of the circles, the

alternate equations could have been

XINT

XCB + SQRT(RE**2_- (YINT-YCB)**2) (3.57)

or

XINT

XCB - SQRT(RB¥**2_(YINT-YCB)¥*¥2) (3.58)

It should be noted from this procedure that the X coordinates of the points of
intersection could be the same. This is a perfectly acceptable solution when
the conditions exist.

For the second case, when the arcs of the circles intersect twice and the
Y coordinates of the points of intersection are the same, the equation of the
arc of circle A is defined by Eq 3.48 while the equation of the arc of
circle B is defined by Eq 3.49. Again when Eq 3.48 and Eq 3.49 are solved
simultaneously, the equation for the Y coordinate of the points of

intersection are (because B&*2-4*A¥*C approaches zero)

YINT1

-B/(2%4) (3.59)

YINT2

YINT1 (3.60)
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where A, B, and C are constants of the quadratic equation and are defined by
Eq 3.52 through Eq 3.54. Since there are two .points of intersection with the
same Y coordinate, the equations for the corresponding X coordinates for the
points of intersection are given by Eq 3.55 through Eq 3.58.

For the third case, when the arcs of the circles are tangent, the
equation of the arc of circle A is defined by Eq 3.48 while the equation of
the arc of circle B is defined by Eq 3.49. Again when Eq 3.48 and Eq 3.49 are
solved simultaneously, the equation for the Y coordinate of the point of

intersection is (because B*¥*2_U4¥A¥C approaches zero)
YINT = =RB/(2%A) (3.61)

where A, B, and C are constants of the quadratic equation and are defined by
Eq 3.52 through Eq 3.54. The equation for the X coordinate of the point of
intersection is given by Eq 3.55 through Eq 3.58.

For the last case, when the arcs of the circles intersect continuously,
the equation for the arc of circle A is defined by Eq 3.48 while the equation
for the arc of circle B is defined by Eq 3.49. 1In this case, XCA is equal to
XCB, YCA is equal to YCB, and RA is equal to RB. In checking for intersection
conflicts in GEOPRO, it is impossible for two arcs of c¢ircles to intersect
continuously.

In each of the cases, appropriate tests are made to ensure that the

points of intersection 1lie within the bounds of the arc of circle A and the

arc of circle B.

3.4 Qutput

Output from the geometry processor includes print, plot, and magnetic
tape. The printed output includes the echo print of the input, a listing of
the minimum available sight distance between inbound approaches (if there are
restrictions), a 1listing of the intersection paths, and a listing of the
intersection conflicts between the intersection paths. If there is an input
error, a diagnostic message is printed and GEOPRO stops. There are 59 input

errors which are detected and the STOP numbers range from 801 to 859. When an
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execution error is detected by GEOPRO, a diagnostic message is printed,
followed by a print of selected program variables. There are 18 execution
errors detected (they are all considered "can't get here halts") and the STOP
numbers range from 901 to 918. Several execution errors indicate problems in
the input which could not be detected until computations commenced.

Plot output is optional but is highly recommended. There are three basic
plots: (1) a plot of the full length of all approaches and all sight distance
restriction coordinates, (2) a plot of at least the last 20 feet (6.1 meters)
of each inbound approach and at least the first 20 feet (6.1 meters) of each
outbound approach (an enlargement of the intersection area), and (3) a plot of
at least the last 20 feet (6.1 meters) of each inbound approach, at least the
first 20 feet (6.1 meters) of each outbound approach, and all generated
intersection paths. The third plot type may be one plot frame for all inbound
approaches (plot framing option SAME) or one plot frame for each inbound
approach (plot framing option SEPARATE).

Magnetic tape output includes the title for the geometry processor run,
the arc information, the line information, the approach information, the lane
information, the sight distance restriction information, the intersection path
information, and the intersection conflict information. Table 3.2 gives the

structure of the data written onto the magnetic tape.

3.5 Verification

Verification of the geometry processor was accomplished by analyzing
debug prints of intermediate results and reviewing printed and plotted output
of various test data sets. In addition, several selected subprograms were

tested independently to ensure that they performed properly.

3.6 Computer Requirements

GEOPRO requires 29,760 words (72,100 octal) of storage on CDC computers

and 176,000 bytes of storage on IBM computers. Geometry computations for an



a.
b.

Table 3.2 Magnetic Tape Output from the Geometry Processor

. Title for geometry processor run

. Arc information

Number of arcs
Arc attributes (if the number of arcs is not zero)
1. Arc number
2. X coordinate for the center of the arc
3. Y coordinate for the center of the arc
4. Beginning azimuth of the arc
5. Sweep angle of the arc
a. Positive for clockwise
b. Negative for counter-clockwise
6. Radius of the arc (ft)

Line information

oo O 0 T P

. Number of lines

. Line attributes (if the number of lines is not zero)

1. Line number

2. X coordinate for the start of the line
3. Y coordinate for the start of the line
4, X coordinate for the end of the line

5. Y coordinate for the end of the line

. Approach information

. Number of inbound approaches

List of inbound approaches

Number of outbound approaches

. List of outbound approaches
. Number of inbound and outbound approaches

. Approach attributes

1. Approach number

. Approach azimuth

2

3. X coordinate for the start of approach
4, Y coordinate for the start of approach
5

. Speed limit of approach (ft/sec)

T7

(continued)
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Table 3.2 (continued)

Number of lanes for approach
Number of sight distance restrictions

Approach number for approach to the left (zero for no approach)

. Approach number for approach to the right (zero for no approach)

List of lane numbers for approach

. Sight distance restriction information

(if number of sight distance restrictions is not zero)
a. Sight distance restriction number
b. Approach number of other approach involved in sight distance

restriction

5. Lane information

a. Number of lanes

b. Lane attributes

1.
2.

Lane width (ft)

Lane turn codes

a. 0 for outbound

b. 1 bit set for right turn

c. 2 bit set for straight through movement

d. 4 bit set for left turn

e. 8§ bit set for u-turn

Number of intersection paths for lane

Lane number for lane to the left (zero for no lane)
Lane number for lane to the right (zero for no lane)
Approach number for lane

Lane geometry for lane

a. Begin1l (ft)

b. End1 (ft)

c. Begin2 (ft)

d. End2 (ft)

Distance from median edge to center of lane (ft)

Inbound lane number (zero for outbound lane)

(continued)
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Table 3.2 (continued)

10. List of intersection paths for lane
(if number of intersection paths for lane is not zero)
6. Sight distance restriction information
a. Number of sight distance restrictions
b. Sight distance restriction attributes
(if number of sight distance restrictions is not zero)
1. Position on other approach that can be seen for each 25 foot
(7.62 meters) increment on the approach (ft) (40 values)
7. Intersection path information
a. Number of intersection paths
b. Intersection path attributes
1. Approach number of linking inbound approach
2. Lane number of linking inbound lane (1 to 6)
3. Approach number of linking outbound approach
4. Lane number of linking outbound lane (1 to 6)
5. Segment 1 information (1line)
a. X coordinate for start of line
b. Y coordinate for start of line
¢c. Length of line (ft) (zero for segment not used)
d. X coordinate for end of line
e. Y coordinate for end of line
6. Segment 2 information (arc)
a. X coordinate for center of arc
b. Y coordinate for center of arc
c. Length of arc (0 for segment not used)
d. Radius of arc
e. Beginning azimuth of arc
f. Sweep angle for arc
1. Positive for clockwise

2. Negative for counter-clockwise

(continued)



Table 3.2 (continued)

7. Segment 3 information (arec)
a. X coordinate for center of arc
b. Y coordinate for center of arc
c. Length of arc (ft) (zero for segment not used)
d. Radius of arc
e. Beginning azimuth of arc
f. Sweep angle of arc
1. Positive for clockwise
2. Negative for counter-clockwise
8. Segment 4 information (line)
a. X coordinate for start of line
b. Y coordinate for start of line
c. Length of line (ft) (zero for segment not used)
d. X coordinate for end of line
e. Y coordinate for end of line
9. Total length of intersection path (ft)
10. Intersection path turn code
a. 1 for right turn
b. 2 for straight through movement
c. 4 for left turn
d. 8 for u-turn
11. Path option
a. 0 for PRIMARY
b. 1 for OPTION1
12. Lane change flag
a. 0 for no lane change
b. 1 for lane change
13, Linking outbound lane number (1 to the total number of lanes)
14, Number of intersection conflicts for intersection path
16. Intersection conflict numbers ordered by distance down this

intersection path (if number of intersection conflicts is not zero)

(continued)
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Table 3.2 (continued)

8. Intersection conflict information

a. Number of intersection conflicts

b. Intersection conflict attributes
1. Intersection path number for first intersection path
2. Intersection path number for second intersection path
3. Inbound approach number for first intersection path
4, Inbound approach number for second intersection path
5. Distance down first intersection path to intersection conflict (ft)
6. Distance down second intersection path to intersection confliet (ft)
7. Intersection conflict angle measured from the first intersection path

to the second intersection path

8. Index number for this conflict for first intersection path

9. Index number for this conflict for second intersection path
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average intersection (four inbound and four outbound approaches, two lanes per
approach, four sight distance restriction coordinates, and PRIMARY
intersection paths) take 6.3 central processor seconds on CDC computers and

9.2 central processor seconds (0.153 minutes) on IBM computers.

3.7 Documentation

Documentation for the geometry processor includes an explanation of the
input and output contained in a user's guide (Ref 15), numerous COMMENT
statements within the computer program, and a programmer's guide (Ref 19).
The programmer's guide includes (1) the geometry processor limitations, (2) a
listing of the input errors detected, (3) a listing of the execution errors
detected, (4) the definition of the attributes in each entity, (5) the
definition of the variables in each COMMON block, (6) the definition of the
local variables used in each subprogram, (7) an alphabetical listing of all
subprograms and the subprograms which can call them, (&) an alphabetical
listing of all variables, their storage type, and the subprograms in which

they are used, and (9) a generalized calling sequence diagram.

3.8 Additional Information

Appendix A contains example input, printed output, and plot output for a
normal four-leg intersection, a six-leg intersection, and a channelized
four-leg intersection. A listing of the geometry processor and its
programmer's guide are provided in Appendix B. Table 3.3 gives the breakdown

of the geometry processor FORTRAN statements.



Table 3.3 Fortran Statement Categorization for the Geometry Processor

Number of cards with <BLOCK DATA) —-meecee-- 1 .02 Percent

Number of cards with <CALL h T —— 303 4.87 Percent
Number of cards with <COMMON P 703 11.29 Percent
Number of cards with <CONTINUE > —-ae—ew-- 406  6.52 Percent
Number of cards with <DATA > e 217  3.48 Percent
Number of cards with <DIMENSION > —=eceomw-- 38 .61 Percent
Number of cards with <DO P 99 1.59 Percent
Number of cards with <DOUBLE PRE) ——=cwme-- 220 3.53 Percent
Number of cards with <END > e 84 1.35 Percent
Number of cards with <EQUIVALENC) ----cwe-- 29 .47 Percent
Number of cards with <FORMAT p T —— 239 3.84 Percent
Number of cards with <FUNCTION > —=-wce—ea 5 .08 Percent
Number of cards with <GO TO D Y 64 1.03 Percent
Number of cards with <IF P e 603  9.68 Percent
Number of cards with <PROGRAM > ——ceee-w- 1 .02 Percent
Number of cards with <RETURN D mmmmem——e 99 1.59 Percent
Number of cards with <STOP h 83 1.33 Percent
Number of cards with <SUBROUTINE> -=-—ceee=-- T4 1.19 Percent
Number of cards with COMMENTS —---e-eeemeea 1389 22.31 Percent
Number of cards with I/0 statements ------- 240  3.86 Percent
Number of cards with conditional assembly - 105 1.69 Percent
Number of cards with other statements ——--- 1225 19.67 Percent

Total number of statements —————eeameeeeeo 6227

83
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4.0 THE DRIVER-VEHICLE PROCESSOR

4.1 Introduction And Purpose

The driver-vehicle processor, DVPRO, is the other pre-simulation
processor. The purpose of DVPRO is to describe the characteristics of up to 5
driver classes and up to 15 vehicle classes, generate individual
driver-vehicle units to be simulated by the traffic simulation processor,
order the generated driver-vehicle units sequentially by queue-in time,
provide default characteristics for 3 driver classes and 10 vehicle classes,
insert special driver-vehicle units into the traffic stream, and write the
driver-vehicle information on a magnetic tape for subsequent use by the
simulation processor. The user may (1) input all the traffic stream as
special driver-vehicle units and have no driver-vehicle units generated,
(2) input some of the traffic stream as special driver-vehicle units and have
the remainder of the driver-vehicle units generated, or (3) input no special
driver-vehicle units and have all the driver-vehicle wunits generated. All
calculations and indexing of the driver-vehicle information for the simulation
process are incorporated in DVPRO. 1Initial development of the driver-vehicle

processor is described by King (Ref 20).

4.2 1Input Requirements

The driver-vehicle processor accepts input data which describes the
traffic stream to be simulated. This input data is normally available from
routine traffic studies or from experience with similar intersections. The
generalized input to DVPRO is shown in Table 4.1. The driver-vehicle
processor options allow the user to define the time for generating traffic,
set the values of some parameters used in the calculations, override the
program-defined default values for the driver and vehicle characteristics, and

request a 1log-out summary for each driver and/or vehicle class. A detailed

85
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Table 4.1 Generalized Input to the Driver-Vehicle Processor

1. Title for the driver-vehicle processor run
2. Approach information
a. Number and list of inbound and outbound approaches
b. Azimuth for each approach
c. Number of lanes for each approach
d. Maximum angular deviation of straight movement for each approach
e. Headway distribution and parameter(s) for each approach
1, Constant (no parameter)
2. Erlang (K = mean**2/variance)
3. Gamma (A = mean®**2/variance)
L, Lognormal (standard deviation)
5. Negative exponential (no parameter)
6. Shifted negative exponential (TAU = mean - standard deviation)
7. Uniform (standard deviation)
f. Equivalent hourly volume for each approach (veh/hr)
g. Mean and 85th percentile speed for each approach (mi/hr)
h. Percent of vehicles going from each inbound approach to each outbound
approach (turning distribution)
i. Percent of each vehicle class making up the traffic stream
(optional: program supplied for 10 vehicle classes)
3. Lane information
a. Geometry for each lane
1. Full length of lane available
2. First of lane available only
3. Last of lane available only
4, Lane blocked in middle only
b. Percent of approach volume in lane upon entry for each lane
(lane occupancy)
4, Driver-vehicle processor opticns
a. Number of minutes for generating traffic (min)

b. Minimum time between two vehicles in the same lane (sec)

(continued)



Table 4.1 {(continued)

c. Number of driver and vehicle classes

(optional:
d. Percent of
e. Percent of
f. Percent of

(optional:

program supplied is 3 and 10 respectively)

87

left turning vehicles to be in the median lane (left lane)

right turning vehicles to be in the curb lane {(right lane)

each driver class for each vehicle class

program supplied for 3 driver classes and 10 vehicle classes)

g. Vehicle characteristics

(optional:

program supplied for 10 vehicle classes)

1. Length of vehicle (ft)

2. Vehicle
a. <100
b. =100
c. >100
3. Maximum
4. Maximum
5. Maximum

6. Minimum

operational factor

for sluggish vehicle

for average vehicle

for responsive vehicle

uniform deceleration rate (ft/sec/sec)
uniform acceleration rate (ft/sec/sec)
velocity (ft/sec)

turning radius (ft)

h, Driver characteristics

(optional:

program supplied for 3 driver classes)

1. Driver operational factor

a. <100
b. =100
c. >100

for slow driver
for average driver

for aggressive driver

2. Perception-reaction time (sec)

i. Logout summary option for each vehicle class (YES/NO)

Jj. Logout summary option for each driver class (YES/NO)

Special driver-venicle units

a. Queue-in time (sec)

b. Driver class number

¢. Vehicle c¢lass number

d. Desired speed (ft/sec)

e. Desired outbound approach number

(continued)
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g.
h.

Table 4.1

Inbound approach number
Inbound lane number
Logout summary option
1. 0 for NO

2. 1 for YES

(continued)
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explanation of the input and its format is contained in "The TEXAS Model for
Intersection Traffic - User's Guide" (Ref 15). Extensive input error checking
is performed by DVPRO to ensure that certain data are within defined bounds,
that all necessary information is provided, and that some information is not
duplicated. The driver-vehicle processor will print a message which describes
the input error and stop. There are 62 input errors that are detected by
DVPRO. A common input deck is used by GEOPRO and DVPRO since much of the

information is the same.

4.2.1 Input For Approaches -

In developing the input for DVPRO, as for GEOPRO, the user refers to a
plan-view diagram of the intersection under study and determines which
direction shall be referenced as zero degrees azimuth. The user then numbers
each inbound approach (feeds traffic into the intersection) and each outbound
approach (carries traffic away from the intersection). The approach numbers
may be arbitrarily assigned but must be in the range from 1 to 12 and must not
be duplicated. The recommended procedure is to start numbering the inbound
approaches from the top of the diagram (zero degrees azimuth) and proceed
sequentially in a counter-clockwise direction until all inbound approaches are
numbered, and then to sequentially number the outbound approaches in the same
manner. A normal four-leg intersection will have four inbound and four
outbound approaches. For the inbound approaches, the southbound approach will
be number 1, the eastbound approach will be number 2, the northbound approach
will be number 3, and the westbound approach will be number 4, For the
outbound approaches, the northbound approach will be number 5, the westbound
approach will be number 6, the southbound approach will be number 7, and the
eastbound approach will be number 8. The user then determines the direction

of traffic flow (azimuth) for each approach.
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4,2.1.1 Input For Inbound Approaches

In order to define the type of movement for paths between an inbound
approach and an outbound approach when trying to bias the turning movements to
specific lanes, the user must supply the number of degrees left or right of
approach azimuth that is to be considered a straight-through movement (see
Fig 3.1). The user must also select the headway distribution to be used for
generating the approach headways and any parameter required for specifying the
distribution. The available headway distributions are (1) constant, which
requires no parameter, (2) Erlang, which requires the K parameter that is the
integer value of the mean squared divided by the variance of the headways,
(3) gamma, which requires the A parameter that is the mean squared divided by
the variance of the headways, (4) lognormal, which requires the standard
deviation of the headways, (5) negative exponential, which requires no
parameter, (6) shifted negative exponential, which requires the TAU parameter
that is the mean minus the standard deviation of the headways, and
(7) uniform, which requires the standard deviation of the headways. The user
must also supply the equivalent hourly volume of traffic, the mean and 85th
percentile speed, and the percent of vehicles going to each outbound approach
(the turning distribution). Optionally, the user may provide the percent of
each vehicle class making up the traffiec stream, but percentages shown 1in
Table 4.2 are incorporated into DVPRO as program-supplied or default values to

be used if this option is not exercised.

4,2.1.2 Input For Inbound Lanes

For each inbound lane, the user must specify where the lane is available
and not available for traffic and the percent of the approach traffic volume
which enters on the lane. DVPRO accommodates four lane types (see Fig 3.2):
(1) the full 1length of the lane is available, (2) only the first part of the
lane is available, (3) only the last part of the lane is available, and
(4) the middle part of the lane is not available. The user must specify that
zero percent of the approach traffic enters on lane type 3 as this lane type

will be accessed only by a lane-change maneuver from the adjacent lane.



TABLE 4.2,

Length

Operating Characteristic Factor
Maximum Deceleration

Maximum Acceleration

Maximum Velocity

Minimum Turning Radius

Percentage Aggressive Drivers
Percentage Average Drivers

Percentage Slow Drivers

Percentage in Traffic Stream

Driver Class and Type

Driver Characteristic

Perception-Reaction Time

DEFAULT DRIVER AND VEHICLE CHARACTERISTICS

Vehicle Class and Type

1 2 3 4 5 6 7 8
Small Large Single- Full-
Car Car unit trailer
Med ium Vans, Semi- Recrea-
Car Mini-bus trailer tional
15 17 19 25 30 50 55 25
100 110 110 100 85 80 75 90
16 16 16 16 12 12 12 12
8 9 11 8 8 7 6 6
150 192 200 150 160 160 150 150
20 22 24 28 42 40 45 28
30 35 20 25 40 50 50 20
40 35 40 50 30 40 40 30
30 30 40 25 30 10 10 50
20 32 30 15 .5 .2 .1 .2
1 2 3
Aggressive Average Slow
110 100 85
0.5 1.0 1.5

Bus

35
85
12

125
28

25
50
25

10

Sports
Car

14
115
16
14
205
20

50
40
10

1.5

6
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4.2.2 Input For Driver-Vehicle Processor Options

The number of minutes for generating traffic should be specified as the
maximum expected start-up time plus simulation time to be used for the traffic
simulation processor. DVPRO may generate vehicles for a longer time than 1is
to be simulated with the only adverse effect being the relatively small amount
of extra time and storage required for producing more driver-vehicle units.
The minimum time between two driver-vehicle wunits in the same lane is
specified in order to ensure that there will be some reasonable separation
between driver-vehicle units on the same lane.

The user may specify the number of driver and vehicle classes. DVPRO
contains default characteristics for 3 driver classes and 10 vehicle classes,
the percent of each vehicle class making up the approach traffic stream, and
the percent of each driver class in each vehicle class (see Table 4.2). If
the number of specified driver classes is different from the default value of
3, then the user will also need to provide new values for the percent of each
driver class in each vehicle <class and new driver characteristics. The
percent of each driver class in each vehicle class determines the type of
driver that will be in each vehicle. The driver characteristics are (1) the
driver operational factor (less than 100 for a slow driver, equal to 100 for
an average driver, and greater than 100 for an aggressive driver) and (2) the
perception-reaction time in seconds.

If the user specifies the number of vehicle classes to be different from
the default value of 10, then the user must provide new values for the percent
of each vehicle class making up the traffic stream, the percent of each driver
class 1n each vehicle class, and the vehicle characteristics. The percent of
each vehicle class making up the traffic stream is input for each inbound
approach. The percent of each driver class in each vehicle class determines
the type of driver that will be in each vehicle. The vehicle characteristics
are (1) the length of the vehicle in feet, (2) the vehicle operational factor
(less than 100 for a sluggish vehicle, equal to 100 for an average vehicle,
and greater than 100 for a responsive vehicle), (3) the maximum uniform
deceleration rate in ft/sec/sec, (4) the maximum uniform acceleration rate in
ft/sec/sec, (5) the maximum velocity in ft/sec, and (6) the minimum turning

radius in feet.
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The percent of left turning vehicles to enter the median lane (left lane)
is used in biasing the driver-vehicle unit's inbound lane number. If the
median lane (left lane) is available for entering traffic and there is more
than one 1lane for traffic to enter the inbound approach, then DVPRO tries to
make this percentage of the 1left turning driver-vehicle units enter the
approach on the median lane (left lane). The percent of right turning
vehicles to enter the curb lane (right lane) is also used in biasing the
driver-vehicle unit's inbound lane number. If the curb lane (right lane) is
available for entering traffic and there is more than one lane for traffic to
enter the inbound approach, then DVPRO tries to make this percentage of the
right turning driver-vehicle units enter the approach on the curb lane (right

lane).

4,2.3 Input For Special Driver-Vehicle Units

To allow the study of special driver-vehicle units, such as police cars,
fire trucks, ambulances, and buses on a fixed schedule, the user may specify
special driver-vehicle units which will be inserted into the traffic stream.
The attributes of the special driver-vehicle unit which must be specified are
(1) the queue-in time in seconds into the traffic simulation, (2) the driver
class number, (3) the vehicle class number, (4) the desired speed in ft/sec,
(5) the desired outbound approach number, (6) the inbound approach number,
(7) the inbound 1lane number, and (8) the log-out summary option (zero for no
and 1 for yes). If the log-out summary option is yes then the driver-vehicle
unit's 1individual statistics will be printed when the unit logs out of the

system in the traffic simulation processor.

4,3 Algorithms For Computation

Most of the calculations in the driver-vehicle processor involve the
generation of random variates of defined probability distribution functions.

The probability distribution functions used by DVPRO describe the random
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variables involved in generating the traffic stream to be simulated by the
simulation processor. The random variables are (1) the queue-in time, (2) the
driver class number, (3) the vehicle class number, (4) the desired speed,
(5) the desired outbound approach number, and (6) the inbound 1lane number.
The inbound approach number is not a random variable for the driver-vehicle
unit. For each inbound approach, the driver-vehicle processor generates the
queue-in time for the driver-vehicle wunits and assigns the number of the
inbound approach used when generating the queue-in time. The probability
density functions used in computing the queue-in time are (1) Erlang,
(2) gamma, (3) lognormal, (4) negative exponential, (5) shifted negative
exponential, and (6) uniform. The probability distribution function used to
define the driver class number, the vehicle class number, the desired outbound
approach number, and the inbound 1lane number is the empirical discrete
distribution (percentages of occurrence for a particular class). A normal
probability distribution is used to define the desired speed of each vehicle.
A short review of probability distributions is presented in the following

section, for convenience,

4.3.1 Review Of Probability Distributions

From the viewpoint of probability theory, an experiment represents the
act of observing a phenomenon the output of which is subject to chance
(unknown) variation (Ref 21, pp 393-400). Such output is usually referred to
as the outcome of the experiment. The number of these outcomes may be finite
or infinite, depending on the nature of the experiment. A sample space
defines the set of observations which includes all possible outcomes of the
experiment. A sample space may be finite or infinite depending on whether the
number of outcomes is finite or infinite, respectively. An event is a
collection of outcomes from within the sample space.

The probability of occurrence [usually written as f(x)] of an event X is
a non-negative real number which, after a sufficiently large number of trials
are observed, is taken as equal to the fraction of trials for which event X
occurred. Mathematically, this means that if N is the total number of trials,

of which there are M trials in which X was observed, then
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f(X) = lim(M/N) as N + +o and 0 < f(X) < 1 (4.1)

The outcomes of an experiment are said to be represented by a random
variablé if these outcomes are themselves numerical or if they have real
numbers assigned to them. 1In a sense then, a random variable is a real-valued
function which maps the sample space onto the real line.

A probability distribution is a theoretical model of the relative
frequencies of a finite number of observations of a variable (Ref 22, p 181).
A function that assigns a probability to each of the elementary events of an
experiment is called a probability density function [denoted f(X)]. The
cumulative probability density function is defined as the sum of the
probabilities of all values of the variate less than or equal to X [denoted
F(X)]. A discrete probability density function is a point function that is
defined over a finite sample space and takes on only a finite number of
values. A continuous probability density function 1is a set function that
expresses a distribution in which a probability is assigned to a given range
of values (Ref 22, p 184).

If X is a discrete random variable, then its probability density function
must satisfy the following conditions (Ref 21, pp 393-1400; Ref 22,
pp 181-189; Ref 23, pp 3U4-35; and Ref 24, p 38)

£(X) > 0.0 for all admissible values of X (4.2)
I f(X) = 1.0 for all admissible values of X (4.3)
For a discrete random variable, the cumulative density function is as follows
F(X) = I £(X) for all admissible values < X (4.4)

The equations for the mean and variance of a discrete probability density

function are
mean = I X*f(X) for all admissible values of X (4.5)

variance = I X®**2#%f(X) - mean¥¥? for all admissible (4.6)

values of X
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For the cumulative density function, some important properties are

lim(F(X)) = lim(I f£(X)) = 1.0 as X + +eo (4.7)
lim(F(X)) = 1lim( £ £(X)) = 0.0 as X > - (4.8)
F(X) is a monotone nondecreasing function of X (4.9)
f(X) = dF(X)/dX (4.10)

If X is a continuous random variable, then its probability density
function must satisfy the following conditions (Ref 21, pp 393-400; Ref 22,
pp 181-189; Ref 23, pp 34-35; and Ref 24, p 38)

f(X) > 0.0 -~ £ X < tew (4.11)

+ o
o f(X) dx = 1.0 (4,.12)

For a continuous random variable, the cunulative density function is as

follows
+ oo
F(X) = J__ f(X) dX for admissible values of X (4.13)
The mean and variance of a continuous probability density function are
+ oo
mean = J__ X¥f(X) dX (4.14)
+ o0
variance = J _ X¥*2%f(X) dX -~ mean**2 (4.15)

For the cumulative density function, some important properties are

lim(F(X)) lim(S " £(X) dx)

]
—

.0 as % + +w (4.16)

"
t

Lim(F(X)) = lim(S _£(X) dX) 0.0 a5 X » -« (4.17)

F(X) 1is a monctone nondecreasing function of X (4.18)
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f(X) = dF(X)/dx (4.19)

The mode of a distribution is the most frequently occuring value and is
thus the value of X corresponding to the maximum value for f(X). The median
of a distribution is the middle value and is thus the value of X when F(X) is
equal to 50 percent. The mean of a distribution is the expected value and
thus the arithmetic mean of all values of £(X). For symmetrical
distributions, the mode, median, and mean all have the same value. For an

asymmetrical distribution, the mode, median, and mean are not the same.

4.3.2 Generation Of A Random Variate

To demonstrate the methodology used in generating random variates of a
particular probability density function, a simple example will be examined in
detail. Assume that; a continuous probability density function has the

following equation

{ 0.5%X for 0 < X <2
f(x) = { (4.20)
{ 0.0 elsewhere

First, this distribution must be tested to ensure that it is a probability
distribution. This distribution satisfies Eq 4.11 because Eq 4.20 defines a
non-negative value for f(X) for all values of X . This distribution satisfies

Eq 4.12 because Eq 4.20 substituted into Eq 4.12 and evaluated gives

2

+00 0 +oo
SOOR) dX o= s _0dx o+ S 0.5%x ax + S 0 ax (4.21)
= 0.0 + (0.25%2%%2 - 0.25%0%*2) + 0.0
= 1.0

From Eq 4.13 and Eq 4.20, the cumulative probability density function can be

derived as follows
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0
{rp f£(X)dx = /f__0dX = 0.0 for all X < 0

F(X) = { A (4.22)
{ £ £(X) dx

X
[ o £(X) dX + | £(x) ax
;0 0dX + ST 0.5% dX
0.0 + (0.25%X*¥#*2 — 0.25%0w*2)

0.25#X¥*%D for 0 <X < 2

Using Eq 4.14 and Eq 4.15, the mean and variance of this distribution are as

follows

+ o
mean = J__ X*f(X) dX ) (4.23)
0 + 00
=7 xx0dx + S x*0.5% dX + J = x*0 ax

= 0.0 + (0.167#2%*3 — 0.167*0%*¥3) + 0.0

= 1.333
variance = ft: Xe#2%f(X) dX - mean¥**2 (4.24)
= ;7 x#E2e0 dX 4 £ X*N2%0.5%K dX +
flg Xh*2%0 dX - mé;n**z _
= O%O + (0.125%2%*y _ 0,125%0**4) 4+ 0.0 - 1.333%%2
= 0.222

This example continuous probability density function and its cumulative
probability density function are illustrated in Fig 4.1. Solving Eq 4.22 for

X between zero and 2 produces the following equation

X = 2*3QRT(F(X)) (4.25)

For a specific value of F(X), a value of the variate X can be calculated using
Eq 4.25.

If 100 values of this example continuous probability density function are
desired, Eq 4.25 can be used with values of F(X) starting at 0.005 and
incrementing by 0.01 until F(X) reaches 0.995. This procedure generates 100
values of X that are in ascending order and distributed according to the
example continuous probability density function. The values of F(X) used to
generate the values of X are a uniform distribution between 0.0 and 1.0. 1In

order to generate 100 random values of the example continuous probability
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density function, Eq 4.25 may be used with the values of F(X) being 100 random
numbers uniformly distributed between 0.0 and 1.0. This procedure generates
100 values of X that are in random order and distributed according to the
example continuous probability density function. This procedure of generating
random variates 1is called the inverse transform method and is described more
thoroughly by Naylor (Ref 25).

In adapting this procedure to the digital computer, the problem is how to
generate random numbers. On most computer systems, there is a function
subprogram which will return a pseudorandom number [denoted RANF(0)]. These
functions will yield sequences of numbers which are (1) uniformly distributed,
(2) statistically independent, (3) reproducible, and (4) nonrepeating for any
desired 1length. These functions are capable of- generating random numbers at

high rates of speed yet require a minimum amount of computer memory capacity.

4.3.3 Generation Of Queue-In Time

Queue-in time is the real time into the traffiec simulation at which a
particular driver-vehicle unit should enter the end of an inbound approach and
lane. The queue-in time is also the summation of the headways of the previous
driver-vehicle wunits that have entered a specific inbound approach. The
driver-vehicle processor thus generates the approach headways and sums them to
define the queue-in time for a specific driver-vehicle unit. The approach
headways are generated as random variates of one of the following
distributions: (1) Erlang, (2) gamma, (3) lognormal, (4) negative
exponential, (5) shifted negative exponential, and (6) uniform. Also
available 1is the option of constant headways. In each of the distributions,
the mean headway is calculated from the flow for the approach. The other
parameter for some of the distributions is a dispersion factor (a function of

the standard deviation) which generally describes the randomness cf the flow.
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4.,3.3.1 Generation Of Erlang Random Variates

For Poisson-distributed arrivals, the Erlang probability disﬁribution can
be used to represent the waiting time T until the Kth arrival (Ref 21, p 405;
Ref 22, pp 251-254; Ref 23, pp 358-362; Ref 24, pp 78-80; Ref 25, pp 87-89;
Ref 26, p 299; and Ref 27, pp 17-19 and 27-28). The Erlang distribution is
thus the sum of K negative exponential variates with an identical expected
value of 1/ALPHA. The Erlang distribution can be used to represent the
distribution of time between vehicle arrivals if the arrivals are not randomly
distributed.

The Erlang probability distribution is a gamma probability distribution

with an integer value for A. The Erlang probability density function is

{ (ALPHA®®*K)*(T**(K-1))/FACT(K-1)*EXP(-ALPHA*T)

{ for T > 0, ALPHA > 0, and K > 0
f(t) = { (4.26)
{ 0.0 elsewhere

where FACT(K-1) represents (K-1) factorial. The value of K may be a rough
indication of the degree of nonrandomness. When K is equal to 1, the arrivals
appear to be random, and, as K increases, the degree of nonrandomﬁess appears
to increase. If K is equal to 1, then the Erlang probability distribution is
identical to the negative‘exponential probability distribution. The Erlang
distribution is positively skewed for small values of K and as K increases,
the Erlang distribution approaches a normal distribution asymptotically.

The cumulative density function for the Erlang distribution does not
exist explicitly. The equations for the mean and variance for the Erlang

distribution are as follows
mean = K/ALPHA (4.27)
variance = K/ALPHA¥¥2 (4.28)
Wwhen solving these equations for ALPHA and K, the equations are

ALPHA = mean/variance (4.29)
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K = mean**2/variance (integer value) (4.30)

If K and the mean of the Erlang distribution are known, then Eq 4.27 can be

solved for ALPHA, yielding
ALPHA = K/mean (4.31)

Figure 4.2 illustrates the Erlang probability density function and the
cumulative probability density function for various values of K with ALPHA
equal to 1, while Fig 4.3 is for various values of ALPHA with K equal to 2.
Since the cumulative density function for an Erlang probability
distribution cannot be formulated explicitly, Erlang variates can be generated
simply by reproducing the random process on which the Erlang distribution is
based. This can be accomplished by taking the sum of K negative exponential
variates with identical means of 1/ALPHA. Therefore, the Erlang variate T can

be expressed as
K
T = ~1/ALPHA* 5§ ALOG(random-number) (4.32)
1
An alternate form of this equation is
K
T = —1/ALPHA*ALOG(]} random-number) (4.33)

where Il indicates the product of K random numbers. If Eq 4.32 is wused then
the natural 1log of K random numbers has to be computed (which involves a
series expansion on most computer systems) for each random variate desired,
whereas if Eq 4.33 is wused then the natural log of the product of K random
numbers has to be calculated once for each random variate desired. For values
of K greater than 1, Eq 4.33 is superior to Eq 4.32, and, for a value of K
equal to 1, the equations are equal when considering computational efficiency.
The FORTRAN statements necessary to generate a single Erlang variate T, given

a mean headway TMEAN and the parameter K, are as follows
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Fig 4.2. The Erlang probability density function and the cumulative
probability density function for various values of K
with ALPHA equal to one.
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Fig 4.3. The Erlang probability density funcrion and the cumulative
probability density function for various values of ALPHA
with K equal to 2.
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SUBROUTINE ERLANG ( TMEAN,K,T )
ALPHA = K/TMEAN
TR = 1.0
DO 1010 I =1, K
TR = TR¥RANF(0)
0 1010 CONTINUE
T = -ALOG(TR)/ALPHA
RETURN
END

4.,3.3.2 Generation Of Gamma Random Variates

The gamma probability distribution is a more general form of the Erlang
probability distribution (Ref 21, p 405; Ref 22, pp 251-254; Ref 23,
pp 358-362; Ref 24, pp 78-80; Ref 25, pp 87-89; Ref 27, pp 27-28; and
Ref 28, pp 824-825). The gamma distribution allows for non-integer values of
K. The gamma distribution can be used to represent the distribution of time
between vehicle arrivals if the arrivals are not randomly distributed.

The gamma probability density function is

{ (ALPHA®®*p)*(T%%(A-1))/GAMMAF(A)*EXP(-ALPHA*T)

{ for T > 0, ALPHA > 0, and A > O
£(T) = | (4.34)
{ 0.0 elsewhere

The term GAMMAF(A) represents the gamma function for A and is mathematically

expressed as
+oo
GAMMAF(A) = fo (X**(A-1))*EXP(-X) dX for A > 0 (4.35)

A useful relationship is

GAMMAF(A) = (A-1)*GAMMAF(A-1) for A > 0 (4.36)
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and when A is a pogitive integer K

GAMMAF(K) = FACT(K-1) for K > 0 (4.37)

where FACT(K-1) is (K~1) factorial. The gamma function used by DVPRO and
DISFIT is described by Gautschi (Ref .29).

The value of A may be a rough indication of the degree of nonrandomness.
When A 1is equal to 1, the arrivals appear to be random, and, as A increases,
the degree of nonrandomness appears to increase. If A is equal to one, then
the gamma probability distribution is identical to the negative exponential
probability distribution. If A is a positive integer, then the gamma
distribution is identical to the Erlang distribution with K equal to A. The
gamma distribution is positively skewed for small values of A and, as A
increases, the gamma distribution approaches a normal distribution
asymptotically. 1If the gamma probability distribution has a value of ALPHA
equal to 1/2 and a value of A equal to DF/2, then this distribution is called
the chi-squared distribution, for which DF is the number of degrees of
freedom.

The cumulative density function for the gamma distribution does not exist
explicitly. The equations for the mean and variance for the gamma

distribution are as follows

mean = A/ALPHA (4.38)

variance = A/ALPHA**? (4.39)

When solving these equations for ALPHA and A, the following equations are

developed

ALPHA = mean/variance (4.40)

A = mean**2/variance (4.41)

If A and the mean of the gamma distribution are known, then Eq 4.38 can be

solved for ALPHA, yielding
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ALPHA = A/mean (4.42)

Figure 4.4 illustrates the gamma probability density function and the
cumulative probability density function for various values of A with ALPHA
equal to 1, while Fig 4.5 is for various values of ALPHA with A equal to 2.5.
Since the cumulative density function for a gamma probability
distribution cannot be formulated explicitly, gamma variates may be generated
by reproducing the random process on which the gamma distribution is based.
Since A 1is a real number, it can be expressed as the sum of an integer and a

fraction such that
A = K1 + Q 0< Q<1 (4.43)

Furthermore, if

K2 = K1 + 1 (4.44)

then
K2 - A = 1 - Q (4.45)

Since the mean and the variance of the gamma distribution are both 1linear
functions of A, then a mixture of Erlang variates choosing K2 with probability
Q and K1 with probability 1-Q will approximate a gamma distribution with
parameter A. This approximation yields better results with higher values of
A. If A is equal to an integer, then by Eq 4.43 K1 will be equal to A, and
Eq 4.45 will give a value of 1-Q as 1. Thus, this procedure would choose K2
with probability Q of zero (never) and would choose K1 (equal to A) with
probability 1-Q of one (always). Therefore, a gamma random variate with A
equal to an integer would be identical to an Erlang random variate with K
equal to A.

The Erlang variates are generated by taking the sum of K1 or K2
exponential variates with identical mean of 1/ALPHA. Therefore, the gamma
variate T can be expressed as

K1lgpK2
T = -1/ALPHA*§ ALOG(random-number) (4.46)
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Fig 4.4. The gamma probability density function and the cumulative
probability density function for various values of A
with ALPHA equal to one,
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An alternate form of this equation is

Klork?
T = -1/ALPHA*AL0G(Q random-number) (4.47)

where T indicates the product of K1 or K2 random numbers. If Eq 4.46 is used
then the natural log of K1 or K2 random numbers has to be computed (which
involves a series expansion on most computer systems) for each random variate
desired, whereas if Eq U4.47 is used, then the natural log of the product of K1
or K2 random numbers would has be evaluated once for each random variate
desired. For values of K1 or K2 greater than 1, Eq 4.47 is superior to
Eq 4.46, and, for a value of K1 or K2 equal to 1, the equations would be equal
when considering computational efficiency.

The FORTRAN statements necessary to generate a single gamma variate T,

given a mean headway TMEAN and the parameter A, are as follows

SUBROUTINE GAMMA ( TMEAN,A,T )
ALPHA = A/TMEAN

K1 = A

K2 = 4 + 1.0
Q= A-Ki1
TR = 1.0

K = K2

IF ( RANF(0) . GT . Q ) K = K1
DO 1010 I =1, K
TR = TR¥RANF(0)
1010 CONTINUE
T = -ALOG(TR)/ALPHA
RETURN
END
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4,3.3.3 Generation Of Lognormal Random Variates

If the logarithm of a random variable has a normal distribution, then the
random variable has a positively skewed continuous distribution known as the
lognormal distribution (Ref 24, pp 76-78; Ref 25, pp 99-101; and Ref 27,
pp 28-30 and pp 205-206). The lognormal distribution is frequently used to
describe random processes that represent the product of several small

independent events. The lognormal probability density function is

1/ (T*SDY* SQRT(2*PI) )*EXP(-0.5% ( (ALOG(T)-MEANY)/SDY)*%2)
for T > 0 and SDY > 0

n
—_— iy —~_— —~_—

£(T) (4.48)
0.0 elsewhere
and
{ 1/(SDY*SQRT(2%*PI))*EXP(-0.5%((Y-MEANY)/SDY)¥**2)
{ for Y > 0 and SDY > O
£(Y) = { (4.49)
{

0.0 elsewhere

where Y is equal to ALOG(T) and only positive values of T are considered. The
term SDY is the standard deviation of the variate Y and the term MEANY is the
mean of the variate Y. It should be noted that if the 1lognormal probability
density function is to be integrated using the variate T, then Eq U4.48 should
be used; whereas, if the function is to be integrated using the variate Y
(equal to the natural 1log of T), then Eq 4.49 should be used. If the
parameters of the lognormal distribution have values of mean of Y equal to
zero and the standard deviation of Y equal to one, then the distribution
function is known as the standard lognormal distribution with a probability

density function denoted by

{ 1/SQRT(2*PI)*EXP(-0.5%Z*¥2) for 2> 0
{ (4.50)

{ 0.0 elsewhere

£(2)
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Any value of T or Y can be converted 1into the standard form by the

substitution
Z = (Y-MEANY)/SDY or Z = (ALOG(T)-MEANY)/SDY (4.51)

The cumulative density function F(T), F(Y), or F(Z) does not exist in explicit
form. The equations for the mean and the variance for the lognormal

distribution are as follows
mean = EXP(MEANY + 0.5%SDY¥%2) (4.52)
variance = (mean**2)*(EXP(SDY**¥2)-1) (4.53)

When solving these equations for MEANY and SDY, the following equations are

developed
MEANY = ALOG(mean) - 0.5*3SDY%*¥? (4.54)
SDY = SQRT(ALOG((variance/mean*#2)+1)) (4.55)

Figure 4.6 illustrates the lognormal probability density function and the
cumulative probability density function for various values of the mean with
the variance equal to 1, while Fig 4.7 is for various values of the variance
with the mean equal to 2. It should be noted in this latter figure that each
of the distributions has a different value for the mode and the median, even
though the mean is the same. This explains why the distributions do not pass
through a common point on the curve showing the cumulative probability density
function.

Since the cumulative density function for a logncrmal probability
distribution does not exist explicitly, lognormal variates are generated by
the techniques used to generate normal variates (see Section 4.3.6.2). For
the 1lognormal probability distribution, the lognormal random variate T is as

follows

K
T = EXP(MEANY+(SDY*(K/12)**-o.5*((§ randoum-number)-0.5%K))) (4.56)
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If a value of K equal to 12 is used in this equation, a simplified equation

for the lognormal random variate is as follows
12
T = EXP(MEANY+SDY*((Z random-number)-6.0)) (4.57)
1

The FORTRAN statements necessary to generate a single lognormal variate T,
given a mean headway TMEAN and the standard deviation of the headways SD, are

as follows

SUBROUTINE LGNRML ( TMEAN,SD,T )
YVAR = ALOG(((SD**2)/(TMEAN¥%*2))+1.0)
YMEAN = ALOG(TMEAN) - 0.5*YVAR
SUM = 0.0
DO 1010 I =1, 12
SUM = SUM + RANF(0)
1010 CONTINUE
T = EXP(YMEAN+SQRT(YVAR)*(SUM-6.0))
RETURN
END

4.3.3.4 Generation Of Negative Exponential Random Variates

To better understand the negative exponential probability distribution,
the Poisson distribution should be investigated (Ref 21, pp 402-L05 Ref 22,
pp 201-229 and pp 229-234; Ref 23, pp 352-35T7; Ref 24, pp 79-80 and
pp 91-94; Ref 25, pp 81-86; Ref 26, p 298 and p 301; and Ref 27, pp 17-19,
pp 21-23, and pp 204-205). Suppose that one is concerned with the occurrence
of a certain kind of event and that the probability that it occurs during a
very small interval of time dT is given by 1/TBAR*dT. Assume further that the
probability of its occurrence more than once during an interval of length dT
approaches zero as dT approaches zero and is of a smaller order of magnitude
than dT/TEAR; that the occurrence or nonoccurrence of the event during the
interval from T to T+dT does not depend on what happened prior to time T; and

that 1/TBAR is a constant and independent of T and all other factors. The
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probability distribution of the number of occurrences of the event during a

time interval of length T is given by

{ (T/TRAR)**N/FACT(N)*EXP(-T/TBAR)

{ for N2 0, T > 0, and TBAR > 0O
f(N) = { (4.58)
{ 0.0 elsewhere

where FACT(N) is N factorial. This is the Poisson distribution with mean
1/TBAR. 1t follows that 1/TBAR is the mean number of occurrences of the event
per unit of time. A random process satisfying the assumptions described is
called a Poisson process with parameter 1/TBAR. If the event is the arrival
of a vehicle, then the Poisson distribution describes the number of arrivals
per unit time.

If there is no vehicle arrival in a particular interval of time T then
there will be a headway of at least T seconds between the previous arrival and

the next arrival. Mathematically, this is expressed as

£(0)

(T/TEBAR)**0/FACT(0)*EXP(-T/TBAR) (4.59)
EXP(-T/TEAR) for T 20 and TRAR > 0

This is the probability of a headway being equal to or greater than T seconds,
which is equal to 1-F(T). Thus, the probability of a headway being less than

T seconds would be expressed as

{ 1 - EXP(-T/TBAR) for T 2 0 and TBAR > 0
F(T) = | (4.60)
{ 0.0 elsewhere
This is the negative exponential cumulative density function. It expresses

the time between two successive vehicle arrivals. Therefore, if the arrival
of vehicles can be said to be Poisson distributed, then the headways
associated with such an arrival distribution are distributed according to the
negative exponential probability distribution. Using Eq 4.60, the negative

exponential probability density function can be derived as follows
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{ 1/TBAR*EXP(-T/TBAR) for T 2 0 and TBAR > 0O
f(T) = { (4.61)
{ 0.0 elsewhere

The equations for the mean and the variance for the negative exponential

distribution are as follows
mean = TBAR (4.62)
variance = TBAR¥®%2 (4.63)

Thus, from Eq 4.62, the parameter TBAR may be found. Figure 4.8 illustrates
the negative exponential probability density function and the cumulative
probability density function for various values of the mean. It should be
noted from this figure that the probability of occurrence of small headways is
very high. Because of the assumption that the arrival of a vehicle 1is not
dependent upon the arrival or nonarrival of a previous vehicle (or the number
of vehicles arriving in any interval of time is independent of the number of
vehicles that arrived during any previous time interval), the negative
exponential distribution is valid for uninterrupted flow rates of 500 vehicles
per lane per hour or less (Ref 26, pp 298).

Solving Eq 4.60 for the random variate T, the following equation is

defined
T = -TBAR¥ALOG(1-F(T)) (4.64)

Assuming R is a random number, then 1-R is also a random number. Therefore,
when a negative exponential random variate is being generated, a random number
may replace the term 1-F(T) in Eq 4.64. The FORTRAN statements necessary to
generate a single negative exponential random variate T, given a mean headway
TMEAN, are as follows

SUBRKROUTINE NEGEXP ( TMEAN,T )
T = -TMEAN®*ALOG(RANF(0))
RETURN

END
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4.3.3.5 Generation Of Shifted Negative Exponential Random Variates

Because the negative exponential distribution has a high probability of
occurrence of small headways, the shifted negative exponential distribution
was developed which guarantees a zero probability for small headways up to a
minimum allowable headway, TAU (Ref 23, pp 356-35T; Ref 26, p 299 and
pp 301-302; and Ref 27, pp 23-26 and p 205). The occurrence of a large
number of =zero to 1, or more, second headways is theoretically expected,
whereas in practice, the occurrence is virtually impossible if the headways
are for a single lane, since vehicles require front bumper to front bumper
spacing at least equal to one car length.

The shifted negative exponential probability density function is

{ 1/ (TBAR-TAU)*EXP(-(T-TAU)/(TBAR-TAU))

{ for T > TAU, TBAR > TAU, and TAU 2 0
£(T) = | (4.65)
{ 0.0 elsewhere

If TAU is equal to zero, then the shifted negative exponential distribution is
equal to the negative exponential distribution. The cumulative density

function for the shifted negative exponential distribution is as follows

{ 1 - EXP(-(T-TAU)/(TBAR-TAU))

{ for T 2 TAU, TBAR > TAU, and TAU > 0
F(T) = { (4.66)
{ 0.0 elsewhere

The equations for the mean and variance for the shifted negative exponential

distribution are

mean = TBAR (4.67)

variance = (TBAR-TAU)¥*¥*2 (4.68)

When these equations are solved for TBAR and TAU, the equations are
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TBAR = mean (4.69)

TAU = mean - SQRT(variance) (4.70)

Figure 4.9 illustrates the shifted negative exponential probability density
function and the cumulative probability density function for various values of
the mean with TAU equal to 1 while Fig 4.10 is for various values of TAU with
the mean equal to 3. It should be noted in this latter figure that each of
the distributions has a different value for the mode and the median, even
though the mean is the same.

When Eq 4.66 is solved for the random variate T, the following equation

is defined

T = TAU - (TBAR-TAU)*ALOG(1-F(T)) (4.71)

If R is assumed to be a random number, then 1-R is also a random number,
Therefore, when a shifted negative exponential random variate 1is being
generated, a random number may replace the term 1-F(T) in Eq 4.71. The
FORTRAN statements necessary to generate a single shifted negative exponential
random variate T, given a mean headway TMEAN and the parameter TAU, assuming

TMEAN is greater than TAU, are as follows

SUBROUTINE SNGEXP ( TMEAN,TAU,T )

T = TAU - (TMEAN-TAU)*ALOG(RANF(0))
RETURN

END

4.3.3.6 Generation Of Uniform Random Variates

Perhaps the simplest continuous probability distribution is the uniform
distribution (Ref 22, pp 27-229; Ref 24, p 76 and pp 79-80; and Ref 25,
pp 77-80). The uniform probability density function is
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{ 1/(B-4) AT <Band B> A
£f(T) = { (4.72)
{ 0.0 elsewhere '

The cumulative density function for the uniform distribution is as follows

{ (T-A)/(B-3) A<T<Band B>A
F(T) = { (4.73)
{ 0.0 elsewhere

The equation for the mean and variance for the uniform distribution are

mean = (A+B)/2 (4.74)

variance = ((B-A)**2)/12 (4.75)

When these equations are solved for A and B, the following equations are

developed

=3
1}

mean - SQRT(3*variance) (4.76)

o)
1}

mean + SQRT(3*variance) (4.77)

Figure 4.11 illustrates the uniform probability density function and the
cumulative probability density function for various values of mean with the
variance equal to 0.25 while Fig 4.12 is for various values of variance with
the mean equal to 4.

When solving Eq 4.73 for the random variate T, the equation is
T = A+ (B-A)*F(T) (4.78)
The FORTRAN statements necessary to generate a single uniform random

variate T, given a mean headway TMEAN and the standard deviation SD, are as

follows
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SUBROUTINE UNIFRM ( TMEAN,SD,T )
A = TMEAN - SD#SQRT(3.0)

B = TMEAN + SD*SQRT(3.0)

T = A + (B-A)*RANF(O0)

RETURN

END

4,3,4 @Generation Of Driver Class Number -

The driver class number for a driver-vehicle unit is generated using the
empirical discrete probability distribution. The percentage of each driver
class is becsed on the generated vehicle c¢lass number and the percent of each
driver class in the specified vehicle class (denoted XPERD in DVPRO). The

driver class number ranges between 1 and the number of driver classes.

4.,3.4,1 Generation Of Empirical Discrete Random Variates

Empirical data are collected or estimated and f(I) is determined (see
Section 4.3.1) for each admissible value of I, where I goes from 1 to the
number of discrete classes (Ref 22, pp 181-184; Ref 24, p T; and Ref 25,
p 102 and pp 115-116). In the driver-vehicle processor, it is assumed that
the sum of the f(I) for all admissible values of I is equal to 100, whereas

the sum should be 1.0. The empirical discrete probability density function is

(1)

100*1im(M(I)/N) as N+ +o and 1 < I < NUM (4.79)
100%P (1)

where f(I) is in the range from 0.0 to 100.0, M(I) is the number of successful
outcomes of the event associated with the Ith discrete class, N is the total
number of trials [the sum of all M(I)], NUM is the number of discrete classes,
and P(I) is the probability of occurrence of the Ith event. The cumulative

density function for the empirical discrete distribution is as follows
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J
F(J) = _I 100*P(I) (4.80)

I=1

where F(J) is in the range from 0.0 to 100.0. The equations for the mean and

variance of the empirical discrete probability distribution are

NUM
mean = Yy I*f(I) (4.81)
I=1
variance = NEMZI**2*f(I) - mean¥**? (4.82)
I=1

Figure U4.13 illustrates an example empirical discrete probability density
function and the cumulative probability density function. It is apparent from
this figure that the cumulative form of the empirical discrete probability
density function is a step function.

The cumulative empirical discrete probability density function can not be
solved for the random variate J, but a random number can be generated and
multiplied by 100 (so that the range of the random number goes from 0.0 to
100.0) and the f(I) can be summed until it is greater than or equal to the
scaled random number. The discrete class number in which this event occurs is
the value of the empirical discrete random variate J. The FORTRAN statements
necessary to generate a single empirical discrete random deviate J, given the
array of f(I) (denoted XPER) and the number of discrete classes NUM, are as

follows

SUBROUTINE DISCRT ( XPER,NUM,J )

DIMENSION XPER(NUM)
RANNUM = 100.0%RANF(0)
SUM = 0.0

DO 1010 J = 1 , NUM
SUM = SUM + XPER(J)
IF ( SUM . GE . RANNUM ) RETURN
1010 CONTINUE
J = NUM
RETURN
END
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4.3.5 Generation Of Vehicle Class Number

The vehicle class number for a driver-vehicle unit is generated using the
empirical discrete distribution. The percentage of each vehicle class is
different for each inbound approach (denoted XPERV in DVPRO). The vehicle
class number ranges from 1 to the number of vehicle classes. Section 4.3.4.1

describes the technique used to generate empirical discrete random variates,

4,3.6 Generation Of Desired Speed

The desired speed for a driver-vehicle unit is generated using the normal
probability distribution. The wuser supplies the mean and 85th percentile
speed for each approach. The Z value associated with the probability of 85
percent of the vehicles having a speed less than or equal to Z (F(Z) = 0.85)
is equal to approximately 1.0364334., Using an equation similar to Eq 4.51 for
converting a normal variate to a standard normal variate, the following

equation is developed

SD = (V85-V50)/1.0364334 for V85 > V50 (4.83)

where SD is the standard deviation, V85 is the 85th percentile speed, and V50
is the mean speed.

The generated desired speed is rejected if it 1is 1less than the
driver-vehicle operational factor times the mean minus the standard deviation
or if it is greater than the driver-vehicle operational factor times the mean
plus the standard deviation. This rejection continues until an acceptable
random desired speed is found. This procedure is performed to ensure than an
aggressive driver in a responsive vehicle will have higher desired speeds than

a slow driver in a sluggish vehicle.
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4.3.6.1 Review Of The Normal Probability Distribution

The normal probability distribution is perhaps the best known and the
most important of all the probability distributions (Ref 21, pp 403-404;
Ref 22, pp 234-251 and pp 285-296; Ref 23, pp U6-51; Ref 24, pp 70-72 and
p 79; Ref 25, pp 90-95; Ref 27, pp 37-38; Ref 28, pp 822-824; and Ref 30,
pp 130-147, pp 158-181, and pp 230-257). The normal distribution is also
referred to as the Gaussian and the Lapacian distribution. The normal
distribution is significant because it provides c¢lose approximation for a
number of other distributions. The normal probability distribution is the
limit of the binomial probability distribution as the number of trials
increases without 1limit and regardless of the values of the probability of a
success. The normal probability distribution is also the limit of the Poisson
probability distribution as the expected number of successes increases without
limit. As the number of successes becomes very large, the Pascal distribution
of the required number of trials for obtaining a success approaches a normal
distribution. The normal distribution is also the 1limit of the Student's T
distribution as the size of the sample increases and the limit of the
chi-squared distribution as the number of degrees of freedom increases above
approximately 30. In fact, any continuous distribution may be converted into
a normal distribution by proper transformation (Ref 22, p 250).

The normal distribution derives its usefulness from the Central Limit
Theoren. This theorem states that the probability distribution of the sum of
N independently and identically distributed random variates approaches the
normal distribution asymptotically as N becomes very large. It is significant
that this is true whatever the nature of the probability distribution, wunless
it has an infinite mean or standard deviation. Thus, the Central Limit
Theorem permits the use of a normal distribution to represent overall
measurements on effects of independently distributed additive causes
regardless of the probability distribution of the measurement of individual
causes. If a wuniverse is normal then the distribution of sample means is
normal even if the sample size 1is small. The arithmetic mean of the
distriDution of sample means is the arithmetic mean of the population.
Another theorem about the normal distribution states that for certain
specified <conditions, the normal 1limit extends to the sums of independent

random variables for which the probability distributions are not alike.
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4.,3.6.2 Generation Of Normal Random Variates
The normal probability distribution is a continuous distribution neither
peaked nor flat (mesokurtic) that has an infinite range (references same as

for Section 4.3.6.1). The normal probability density function is

{1/ (SD*SQRT(2%PI) )*EXP(-0.5*((X-MEAN)/SD)*¥*2)

{ for SD > 0 and —» < X < +w
fF(X) = { - (4.84)
{ 0.0 elsewhere

where SD is the standard deviation and MEAN is the mean. If the parameters of
the normal distribution have values of MEAN equal to zero and SD equal to 1,
then the distribution function is known as the standard normal distribution

with a probability density function denoted by
f(Z) = 1/SQRT(2*PI)*EXP(-0.5%Z%*2) for ~® < Z < +o (4.85)

Any value of X can be converted into the standard form by the following

substitution
Z = (X-MEAN)/SD for SD > O (L4.86)

The cumulative density function F(X) or F(Z) does not exist in explicit form.
The mean of the normal distribution is MEAN while the variance is SD squared.
Figure 4,14 illustrates the normal probability density function for various
values of the mean with the variance equal to one, while Fig 4.15 is for
various values of the variance with the mean equal to zero.

Since the cumulative density function for a normal probability
distribution does not exist explicitly, normal variates are generated by a
method different froﬁ the inverse transform method. In order to simulate a
normal distribution with a given expected value MEAN and a given standard
deviation SD, the following mathematical interpretation of the Central Limit
Theorem may be given. If R(1), R(2), R(3) ..., and R(N) are independent
random variables each having the same probability distribution with the

expected wvalue of R(I) equal to PHI and the variance of R(I) equal to SIGMA



132

-10 10
.8—
Mean=0 Mean=5
(Standard Normal)
I | | I I [ [ | I
-10 -8 -6 -4 2 4 6 8 10

Fig 4.14. The normal probability density function and the cumulative
probability density function for various values of MEAN
with the VARIANCE equal to one.
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squared, then

N
1im(P(A < (IEIR(I) - N*PHI)/(SIGMA*SQRT(N)) < B)) = (4.87)
1/(SQRT(2*P1))* [h EXP(-0.5%2%%2) qz as N » oo

where the expected value of the sum of N random variables would be equal to N
times PHI, the variance of the sum of N random variables would be equal to N

times SD squared, and the variable Z would be
N
7 = (IZIR(I) - N¥PHI)/(SD*SQRT(N)) (4.88)

The procedure for simulating normal variates on a digital computer involves
taking the sum of K uniformly distributed random variables R(1), R(2),
R(3)..., R(K), where R(I) is defined over the interval 0.0 < R(I) < 1.0. Then
applying the notation of the mathematical statement of the Central Limit
Theorem and knowledge of the uniform distribution (PHI will have a value of

0.5 and SD will have a value of 1/SQRT(12), and the variable Z would be
K
Z = (Iz R(I) - K/2)/SQRT(K/12) (4.89)
=1

Setting Eq 4.86 equal to Eq 4.89 and solving for the normal random variate X

gives
K
X = MEAN +« SD*SQRT(12/K)*(IZIR(I) - K/2) (4.90)

The value of K to be used in this equation 1is determined by balancing
computational efficiency against accuracy. There 1is some computational
advantage to choosing a value of K equal to 12. This value of K would
truncate the distribution at the +6*SD 1limits and has been found to be
unreliable for values of X larger than three standard deviations. Using a-

value of K equal to 12, Eq 4.90 reduces to

12
X = MEAN + SD*(IX R(I) - 6) (4.91)
=]
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The FORTRAN statements necessary to generate a single normal random
variate V, given the mean speed VMEAN and the 85th percentive speed V85, are

as follows

SUBROUTINE NORMAL ( VMEAN,V85,V )
SD = (V85-VMEAN)/1.0364334
SUM = 0.0
DO 1010 I =1, 12
SUM = SUM + RANF(0)
1010 CONTINUE
V = VMEAN + SD*(SUM-6.0)
RETURN
END

4.3.7 Generation Of Desired Outbound Approach Number -

The desired outbound approach number for a driver-vehicle unit is
generated using the empirical discrete probability distribution. The
percentage of vehicles going to each outbound approach is based on the user
supplied percentages for each inbound approach (denoted XPERT in DVPRO). The
desired outbound approach number ranges between 1 and the number of outbound
approaches after initial generation and 1is then mapped into the list of
outbound approach numbers, where it will have a range between 1 and 12.
Section 4.3.4.1 describes the techniques used to generate empirical discrete

random variates.

4.3.8 Generation Of Inbound Lane Number

The inbound lane number for a driver-vehicle unit is generated using the
empirical discrete probability distribution. The user supplies the percent of
approach traffic that enters upon each lane for each inbound approach (denoted
XPERL in DVPRO).
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A unique method of biasing the inbound 1lane number according to the
expected turn type of the driver-vehicle unit was developed. First, the
percent of vehicles going from each inbound approach to each outbound approach
(denoted XPERT in DVPRO) is summed by the three turn types (U-turn and left
turn, straight-through movement, and right turn) (denoted XPERTS in DVPRO).
Then the percent of U-turn and left turning driver-vehicle units (denoted
XPERLO in DVPRO) is maximized for the median lane (left lane) according to the
percent of U-turn and left turning driver-vehicle units to be in the median
lane (left lane), ensuring that the percent of driver-vehicle units entering
by the median 1lane (left 1lane) is not exceeded. Any remaining percent of
U-turn and left turning driver-vehicle units is distributed to the remaining
lanes for the inbound approach going from left to right and ensuring that the
percent of driver-vehicle units entering by the lane is not exceeded. Next,
the percent of right turning vehicles is maximized for the curb lane (right
lane), ensuring that the percent of driver-vehicle units entering by the curb
lane (right 1lane) is not exceeded. Any remaining percent of right turning
driver-vehicle units is distributed to the remaining lanes for the inbound
approach going from right to left and ensuring that the percent of
driver-vehicle units entering by the 1lane 1s not exceeded. Finally, the
percent of straight-through driver-vehicle units is allocated to the lanes to
make the percent of driver-vehicle units entering the lane correct. If there
is only one inbound 1lane available for entering traffic for an inbound
approach, then the percent of U-turn and 1left turning driver-vehicle wunits
will be 100 and the percent of right turning driver-venicle units will also be
100.

After the desired outbound approach number 1is generated, the turning
movement type 1is determined for the driver-vehicle unit. Then the inbound
lane number is generated based on the inbound approach number and the turning
movement type, wusing the XPERLO percentages. Table 4.3 illustrates the
inbound lane biasing technique.

Section 4.3.4,1 describes the techniques used to generate empirical

discrete random variates.
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TABLE 4.3. INBOUND IANE BIASING TECHNIQUE

Lane Lane Lane Total
1 2 3 (XPERTS)
U-turn and
left turn 8 2 0 10
Straight 22 36 22 80
Right turn 0 2 8 10
Total
(XPERL) 30 40 30 100
Lane Lane Lane Total
1 2 3 (XPERTS)
U-turn and
left turn 30 10 0 40
Straight 0 30 20 50
Right turn 0 0 10 10
Total
(XPERL) 30 40 30 100
Lane Lane Lane Lane Total
1 2 3 4 (XPERTS)
U-turn and
left turn 0 20 0 0 20
Straight 0 40 30 0 70
Right turn 0 0 10 0 10
Total
(XPERL) 0 60 40 0 100
FPERL = 80%
FPERR = 80%
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4.4 OQutput

Qutput from the driver-vehicle processor includes print and magnetic
tape. The printed output includes the echo print of the input and the
statistics of generation. If there is an input error, a diagnostic message
will be printed and DVPRO will stop. There are 62 input errors detected and
the STOP numbers range from 801 to 862. If there 1is an execution error
detected by DVPRO, a diagnostic message will be printed followed by a print of
selected program variables. There are 2 execution errors detected (they are
all considered "can't get here halts") and the STOP numbers range from 901 to
902. Several execution errors indicate problems in the input which could not
be detected until computatio.s commenced.

Magnetic tape output includes the title for the driver-vehicle processor
run, the number of driver and vehicle classes, the vehicle characteristics,
the driver characteristies, and then the individually characterized
driver-vehicle wunits to be simulated by the traffic simulation processor.

Table 4.4 gives the structure of the magnetic tape.

4.5 Verification

Verification of the driver-vehicle processor was accomplished by
analyzing debug prints of intermediate results, by independently testing
selected subprograms to ensure proper performance, and using the headway

distribution fitting processor to check the generation of random variates.

4,6 Computer Requirements

DVPRO requires 17,216 words (41,500 octal) of storage on CDC computers
and 102,000 bytes of storage on IEM computers. The driver-vehicle processor
requires approximately 3 seconds of computer time on CDC computers and U4
seconds (0.067 minutes) on 1IBM computers to generate a moderate flow of

driver-vehicle units for an average intersection of 4 inbound and 4 outbound
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Table 4.4 Magnetic Tape;Output from the Driver-Vehicle Processor

. Title for the driver-vehicle processor run

Number of driver and vehicle classes

a.
b.
c,
d.
e.

f.

. Vehicle charactersitics

Length of vehicle (ft)

Vehicle
Maximum
Maximum
Maximum

Minimum

operational factor

uniform deceleration rate (ft/sec/sec)
uniform acceleration rate (ft/sec/sec)
velocity (ft/sec)

turning radius (ft)

Driver characteristics

a. Driver operational factor

b. Perception-reaction time and average perception-reaction time (sec)

Individual driver-vehicle units to be simulated

o o

L T (] Q 0

> ®m

Queue-in time (sec)

Driver class number

. Vehicle

Desired

Desired

. Inbound

Inbound

class number

speed (ft/sec)

outbound approach number
approach number

lane number

. Logout summary option

139
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approaches, 2 lanes per approach.

4.7 Documentation

Documentation for the driver-vehicle processor includes an explanation of
the input and output contained in a user's guide (Ref 15), numerous COMMENT
statements within the computer program, and a programmer's guide (Ref 19).
The programaer's guide includes: (1) the driver-vehicle processor
limitations, (2) a listing of the input errors detected, (3) a listing of the
execution errors detected, (4) the definition of the variables in each COMMON
block, (5) the definition of the local variables used in each subprogram,
(6) an alphabetical 1listing of all subprograms and the subprograms which can
call them, (7) an alphabetical listing of all the variables, their storage
type, and the subprograms in which they are used, and (8) a generalized

calling sequence diagram.

4.8 Additional Information

Appendix A contains example input and output for a normal four-leg
intersection, a six-leg intersection, and a channelized four-leg intersection.
Appendix C provides a 1listing of the driver-vehicle processor and its
programmer's, Table 4.5 gives the breakdown of the driver-vehicle processor

FORTRAN statements.
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Table 4.5 Fortran Statement Categorization for the Driver-Vehicle Processor

Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number

Number

of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of
of

cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards
cards

cards

Total number of

with <BLOCK DATA> —===mew--
with <CALL ) RS-
with <COMMON ) SRR
with <CONTINUE > -=----=--
with <DATA ) U
with <DIMENSION > -=-=eee--
with <DO Y mmmmmmmaa
with <END ) R .
with <EQUIVALENC) -==-neee-
with <FORMAT Y e
with <GO TO Y mmmmma—aa
with <IF ) .

with <LOGICAL > ——-eeeee-
with <PROGRAM > ———ceee---
with <RETURN
with <STOP ) IS
with <SUBROUTINE> ~ee-eewm--
with COMMENTS =v-eemeemaaw-
with I/0 statements -------
with conditional assembly -

with other statements -—----

statements ——cecmm e

32
163
197

53

12

73

27

266
26
237
19

33
65
25
230
210
43
308

.05
1.58
8.05
9.73
2.62

.59
3.61
1.33

.15

13.14
1.28
11.71
.94
.05
1.63
3.21
1.24
11.36
10.38

2.12
15.22

Percent
Percent
Percent
Percent
Percent
Percent
Percent
Percent
Percent
Percent
Percent
Percent
Perc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>