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FOREWORD

This report documents the network traffic assignment procedures which
constitute an essential component of the network modelling methodology
developed for the study of truck lane needs in the Texas highway network. A
general overview of the overall methodological approach, as well as a
description of the model's capabilities and input requirements can be found
in a companion report on the findings of study CTR 3-18-83-356. The present
technical report is intended to fully document the research performed
specifically in the development, refinement and testing of the traffic
assignment procedures. The principal features of the assignment techniques
presented here are: 1) the explicit consideration of two distinct classes of
vehicles in the traffic stream; trucks and cars, 2) the modelling of
interactions of these classes on highway links, in terms of the resulting
effect on link travel times, and 3) the ability to represent and test the
various link improvement options associated with the provision of special
truck lanes, including restricted access of existing or new lanes to either

vehicular class.

In addition to the theoretical and methodological aspects of these
procedures, this report documents the computational experience conducted to
develop guidelines for efficient implementation and use of a particular
assignment algorithm, known as the diagonalization algorithm. The
operational capability and usefulness of the model is demonstrated through
application to the Texas highway network. The development of this network

along with other more limited test networks is also documented.

In summary, a powerful tool has been developed to study the impact of
implementing selected truck lanes on the highway system. It can benefit from
further research in developing some of its inputs, particularly the link
performance functions. While developed and adapted to the specific
requirements of the truck lane needs study, this tool has broader
applicability and can be used by the Texas SDHPT to analyze a variety of
physical and operational improvements and measures aimed at coping with

increasing truck traffic on the state's highway systems.
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ABSTRACT

This report examines the application of the diagonmalization algorithm to
solve a two-class network equilibrium problem with asymmetric link
interactions. The two classes that the traffic stream was divided into are
passenger cars and trucks. Both traffic assignment rules, the User
Equilibrium and System Optimum have been tested on three different networks.
The third test network is a representation of the Texas highway network, thus

providing a realistic case application.

An important feature developed and implemented in this study is a
special structure of the network, where every link was coded in a way to
account for exclusive lanes of either category of vehicles as well as common
lanes for all traffic. This structure provides a tool to evaluate the
performance of a network under different types of improvements involving the
separation of the different categories of vehicles in the traffic stream. In
particular, it can be used to evaluate the impacts of selected lane additions
and exclusive lane designations aimed at coping with excessive truck traffic

in certain parts of the network.

The main aspects of the algorithm's performance examined in this study
are its convergence characteristics as well as the effectiveness of some
streamlining strategies aimed at improving its computational performance.
Although convergence is not guaranteed, it was actually achieved in all the
tests conducted, confirming the algorithm's appropriateness for this type of
application. Furthermore, experience gained from the tests has identified
powerful and relatively simple shortcuts for implementing the algorithm.
These shortcuts involve performing only a few "internal" iterations at each
step of the algorithm instead of reaching an exact solution to a particular
intermediate minimization problem. The results suggest the use of less than
four internal iterations, with the use of two such iterations exhibiting the
highest frequency of best performance in the tests conducted, followed by one
and three internal iterations, respectively. Further research needed for

implementation purposes is also discussed.






EXECUTIVE SUMMARY

This study is part of an integrated network modelling methodology which
was developed to provide SDHPT engineers and planners with a tool to support
the analysis, planning and design of highway link improvements aimed at
coping with increasing truck sizes and flows in the network. An essential
component of this methodology is the traffic assignment procedure, which
allows the examination of the network-wide impacts of proposed link
improvements. This report describes a traffic assignment approach, which is
capable of producing the distribution of flows of different vehicle classes
on the various links of the highway network. The traffic assignment approach
used in this study takes into account the interaction of the passenger cars
and trucks in the traffic stream. It can also readily be extended to account
for a finer categorization of vehicles into more distinct classes.

The traffic assignment approach relies on the application of the
diagonalization algorithm, which is used to distribute flows according to
both traffic assignment rules (the User Equilibrium and System Optimum rules,
respectively). This algorithm is capable of solving problems involving
interaction between different classes of users operating on a given network.
The algorithmic formulations for both the User Equilibrium and System Optimum
are presented in this study as modified to account for two classes of users.
Additionally, limited previous experience reported by other researchers on
the diagonalization algorithm is briefly discussed.

The performance of the algorithm was tested on three different networks,
including a coarsely aggregated representation of the Texas highway network,
developed chiefly for testing purposes, in order to provide insight into the
expected results for the larger more detailed version of the Texas network,
In these networks, a special structure was devised to represent and test
various improvement options with the provision and operation of special truck
lanes, including restricted access of existing or new lanes to either cars or
trucks.

The basic input required for the diagonalization algorithm, as in most
traffic assignment methods, are the origin destination matrices for both

classes of users, and the link characteristics required for the performance
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functions. Unfortunately there exist no general-purpose calibrated link
performance functions which take into account the interaction between
passenger cars and trucks. In order to implement the algorithm the standard
BPR functions developed for single class user were modified to take into
account the interaction of both classes of users. The required parameters
were then identified for all the links of the networks.

Implementation of the algorithm was achieved through the development of
two computer programs, one for each of the User Equilibrium and System
Optimum assignment rules respectively. The basic properties examined in
each test include the convergence characteristics as well as possible
shortcuts in implementing the algorithm so as to improve its computational
performance.

An important conclusion of the tests conducted is that convergence was
achieved for all tests. Since such convergence is not guaranteed a priori
for this algorithm, the results of this study validate its applicability for
the determination of truck lane needs and analysis of proposed related
improvements in the Texas network. This conclusion was strengthened by the
good performance of the algorithm for the full-scale detailed Texas test
network. The second conclusion from the test results 1is that effective
computational shortcuts can be adopted through streamlining strategies which
achieve faster convergence of the algorithm. This in turn enhances the
algorithm's applicability and usefulness for the analysis and design of truck
related improvements to the highway network.

Given the encouraging positive results of these tests, it is recommended
that further detailed development be conducted towards implementation of the
algorithm. In particular, it is recommended that calibration of link
performance functions based on actual observations of traffic behavior be
conducted, in addition to the systematic development of the 0-D matrices for
the different classes of users. Furthermore, the representation of the
appropriate highway network could be refined to better reflect local detail

and address specific questions and improvements.
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IMPLEMENTATION STATEMENT

The methodology developed 1n this study can assist the SDHPT in dealing
with the questions of special lanes or facilities for truck traffic. 1Its
applicability is however not limited to the analysis of exclusive truck
lanes. It can handle a variety of highway link improvement options,
involving capacity expansion jointly with operating strategies. The latter
can include any combination of lane access restrictions to either cars or
trucks, of existing as well as new lanes. As such, the network modelling
methodology provides a flexible framework and tool to address a wide variety
of measures aimed at relieving the problems associated with increasing flows
of larger and heavier trucks in the highway system.

Naturally, some updating and fine-tuning of the network modelling
methodology and its inputs to the specific needs of the implementing agency
in any given problem situation is necessary. However, the requisite

adaptability for such tasks is built into the structure of the methodology.
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CHAPTER 1. INTRODUCTION

The purpose of this study 1is to examine the application of the
diagonalization algorithm to solve a two-class network equilibrium problem
with asymmetric link iInteractions resulting from shared use of the physical
highway 1links by the two user classes. The convergence characteristics of
this algorithm are studied under both the user equilibrium and the system
optimum rules of traffic assignment. The two classes of vehicles that the
traffic stream is divided into are the passenger cars and trucks. The
distribution of the flows of these two groups on the network's links can
provide valuable information to decision makers in the evaluation of changes

and improvements to the transportation infrastructure and its operation.
1.1 Motivation

Over the past thirty years, there has been a considerable increase in
the fleet of passenger cars and trucks, with an increasingly complex mix of
vehicles in the traffic stream. Different types of vehicles are entering the
road system, with different physical and performance characteristics. Recent
trends toward less stringent regulations have allowed larger and heavier
trucks 1in the highway system, jeopardizing geometric and capacity
considerations in some parts of the system, and resulting in increased
pavement deterioration rates. Furthermore the interaction of vehicles with
different sizes and performance characteristics, such as large combination
trucks on one hand and subcompact passenger cars on the other, may have
resulted in more hazardous driving conditions, with increased potential
severity of collisions.

The above concerns have led the appropriate agencies to consider the
construction of exclusive facilities for different classes of users, as well
as operational measures involving the restriction of access to existing
selected lanes by certain vehicle types. The present work was conducted in
conjunction with the development of a network modelling methodology for the
identification and selection of good candidate highway links for the addition
of special truck lanes. An essential element in a methodology to assess the

impact of various selection criteria and proposed improvements is the



prediction of the flows of both cars and trucks on the various links of the
highway network. Flow prediction provides essential input to the analysis of
the impacts on the highway users, carriers and shippers and on the operating
agency, as well as to the determination of the costs and benefits of various

link improvements.

1,2 General Background

The prediction of flows in transportation networks 1s an elaborate
problem. Transportation science has provided many models for this purpose,
employing both deterministic and stochastic approaches. A recent state-of-
the-art review of these methods can be found in the text by Sheffi (1984).
However to the extent that these models attempt to predict the outcome of
human decisions, a certaln amount of error is likely to be present in the
results. It is difficult to collect the kind of data needed to determine all
the factors that are taken into account by individuals in their route choice
decision. Stochastic network assignment approaches attempt to account for
this uncertainty through the specification of a random element in the route
choice model. As such they are more general than their deterministic
counterparts. However, they are more difficult to model and to solve,
especially in the presence of 1link interactions, in which case existing
algorithms for stochastic equilibrium assignment can be rather slow and
inefficient and particularly costly 1in computational requirements.
Furthermore, their potentially greater accuracy relative to deterministic
approaches has not been verified. Therefore, since link interactions are of
the essence, a deterministic network equilibrium approach based on the
diagonalization algorithm is pursued in this study.

The principal variable that is used to determine the flows in the
diagonalization algorithm, as well as in all traffic assignment procedures,
is the travel time between an origin and a destination, taking into account
congestion effects. Unlike most approaches currently found in practice, this
algorithm takes into account the interaction between different classes of
users sharing the transportation facilities through their respective effect
on the travel time experienced by each category of vehicles. 1In addition,
this interaction can be asymmetric, meaning that the marginal contribution of
a vehicle belonging to a given category to the other class' travel time is
different from the marginal contribution of a vehicle in the latter category



to the former's travel time. This is expected to be the case in this study,
where the two categories consist of passenger cars and trucks respectively.

It should be noted that the diagonalization algorithm has only recently
received attention as a promising approach to solve for network equilibrium
in the presence of asymmetric link interactions. In its complete version it
is rather demanding computationally; however, some shortcuts have been
suggested to improve this aspect, as discussed in the next chapter. However,
these approaches remain to be tested, as current numerical experience seems
to be limited to small unrealistic "toy" networks. A major objective of this
study is to actually test these approaches and develop some computational
experience in realistic networks, resulting in recommendations in view of its
use as an operational tool to analyze truck-related improvements in a highway
network.

As noted earlier, both User Equilibrium (UE) and System Optimum (SO)
assignment rules are tested in this study. User Equilibrium assumes that
each user behaves so as to minimize his/her own travel time (cost). The
characterization of the User Equilibrium state is that ne traveler can
improve his travel time by unilaterally changing routes be!.cen any given
origin and destination pair. These conditions do not generally imply that
total travel time in the system is minimized. On the other hand, the System
Optimum formulation minimizes the total travel time of all users in the
network. The UE formulation is generally accepted as being more reasonable
than the SO one, primarily because of its greater realism in depicting
individual route choice behavior, whereby each user attempts to minimize
his/her own travel time. In contrast, the SO assumptions do not seem as
intuitively plausible, since it seems difficult to imagine that a tripmaker
will always act, in the absence of special inducements or constraints, in
such a way as to minimize the total travel time in the network, even if it
means voluntarily using a longer route for one's particular trip. The SO
formulation is however quite important for another reason, namely its role in
network design models, which form the basis of the network modelling
methodology for the selection of candidate links for truck related

improvements, thus providing the motivation for its inclusion in this study.



1.3 Overview

This chapter has defined the problem addressed in this study and
discussed its primary motivation in the general context of studies to analyze
and design link improvements to deal with changing truck traffic in a highway
network, as well as in the more specific context of network traffic
assignment procedures. A more detailed description of the mathematical
formulations of both the User Equilibrium and System Optimum approaches are
presented in Chapter two, along with the associated assumptions. In addition
the logic and structure of the diagonalization algorithm are presented in
that chapter, and the results pertaining to the application of this algorithm
to the two formulations are derived.

In Chapter three, the networks developed for this study are described,
along with implementation details regarding the representation and coding of
the truck-related improvements of interest. The convergence patterns
associated with each network, based on the numerical testing conducted in
this study are also presented in Chapter three. The principal results are
summarized in the concluding fourth chapter, and application guidelines as
well as recommendations for further research are presented.

The computer programs used to solve both the User Equilibrium and System
Optimum formulations are presented in Appendix A, while the input data are
presented in Appendix B. A listing of the computer programs is given in

Appendix C, accompanied by a sample output of the programs.



CHAPTER 2 THE USER EQUILIBRIUM AND SYSTEM OPTIMUM FORMULATIONS,
AND THE DIAGONALIZATION ALGORITHM

This chapter presents the assumptions, mathematical formulations and
solution algorithms for the network traffic assignment problem, for both the
user equilibrium and the system optimum decision rules, in the presence of
multiple user classes with asymmetric interactions between the different
classes. After discussing the two assignment rules, the diagonalization
algorithm is presented for the solution of the network user equilibrium
problem. Following the derivation of the mathematical formulation for the
system optimum problem, the application of the diagonalization algorithm to
this problem is discussed. The above mentioned user-equilibrium and system
optimum decision rules are commonly attributed to Wardrop (1952). The
system-optimum rule distributes the flows so as to minimize the total travel
time experienced by users of the network under consideration. The user-
equilibrium decision rule is a more realistic one, from a behavioral
standpoint, since link flows at equilibrium satisfy the condition that no
user from any given origin to any particular destination can improve his
travel time (or cost) by unilaterally changing routes. The notion of
equilibrium arises from the dependence of the link travel times on the link
flows. The travel time (cost), in turn, is usually the criterion used to
determine the flow pattern in a transportation network, thereby requiring the
simultaneous solution of link flows and travel times in the network.

In the case where multiple user classes are present, the travel cost
incurred by a particular user on a highway link depends on the
characteristics of the link and the interaction between the volumes of all
different classes of users utilizing that link. The user-equilibrium
principle provides an abstraction and simplification of the complex real-
world traffic assignment process. As typically implemented, it presumes that
all users in a particular category are identical in their behavior, that they
have full information about the network under consideration and that they
consistently make correct decisions regarding route choice.

In order for the above assignment principles to yield operationally

useful tools for planning and policy decisions, they have to be formulated



mathematically in a manner that admits a computationally feasible solution
procedure for large-scale mnetworks. The user-equilibrium problem for a
single user class was first formulated as a mathematical program by Beckman
et. al. (1956). Practical exact solution algorithms started developing in
the late 1960's and early 1970's. However, for the case of asymmetric
interaction between the different classes of users, there is no presently
known equivalent mathematical programming formulation for the user
equilibrium. Nevertheless, several direct algorithms have been found to be
successful in converging to the user equilibrium solution.

The system-optimum problem is easier to formulate due to the fact that
there is an evident global function to minimize, which is the total travel
time. In the remainder of this chapter, section 2.1 presents the
diagonalization algorithm for the user equilibrium problem with asymmetric
interaction between different classes of users, while section 2.2 presents
the mathematical formulation of the system optimum network assignment problem

under the same assumptions about the interaction among multiple user classes.

2.1 A Direct Algorithm For Solving The User-Equilibrium When There Is
Asymmetric Interaction Between Different Classes of Users

As noted previously, no equivalent minimization program exists to solve
for the equilibrium flows on the links in the case of asymmetric interaction
between the different classes of users on a transportation network. In this
section the diagonalization algorithm is briefly presented; a more detailed
discussion can be found elsewhere, see Sheffi(1984).

In mathematical terms, the asymmetric interaction between the different

classes can be expressed as follows:

ot (%) ot ,(X)
e val a3 (.11
aj ai

where tai(x) denotes the travel cost function of class i on link a which is
dependent as the flow vector x of the different classes which use link a.

Also X_ i, X,; denote the flows of class i and class j on link a respectively.

aj
Relationship (2.1.1) can be stated as follows: The marginal contribution of
the flow of class j, on the travel cost of class i on link a, is different

from the marginal contribution of the flow of class i on the travel cost of



class j on link a. These relationships are summarized in a general form in
the Jacobian of the cost functions with respect to all flow classes; the
Jacobian is the matrix of first order partial derivatives of these functions
with respect to the flow of each class of users. The case of interest to
this study is that where the Jacobian matrix is asymmetric. The Jacobian is
denoted by Axt and has the following form:
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where I is the total number of &ser classes ;sing a pa;ticular link

The interaction between the different classes on a given highway link is
represented through the use of identical networks, all copies of each other,
for each different class. 1In this way, each physical highway link is
decomposed into as many "conceptual" links as the number of different user
classes. Each of these links has its own cost function, and the flow on any
given link consists of one designated class only. 1Interaction among the
various classes using a particular physical link thus translates into
interaction among links in this network representation, which is the more
commonly found form of the network equilibrium problem with asymmetric link
interactions.

The diagonalization algorithm involves solving a series of tractable UE
programs. At the n-th iteration it fixes the crosslink effects at their

current levels and solves the following UE mathematical program:
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where a denotes link a
i denotes class 1
fﬁg denotes path k for traveler of class i from origin r to destination s
q,s denotes the total flow of class i from origin r to destination s.

As mentioned before, the different classes are represented with
"conceptual® links. Thus the final network has as many links as the physical
network multiplied by the number of classes. The mathematical formulation of
problem (2.1.2) can be expressed in the form of "conceptual" links as

follows:

€
on _ n n n n
min Z (X) - é tE(Xl,ooo,Xe_l,w’xe_'_l’.n.,xe)dw (2.1033)
0

subject to

6 = s vk,r,s (2.1.3b)

rs

£ 20 vk,r,s  (2.1.3c)

where € denotes each link of the final network

X 1is the flow on link E€

f;s denotes path k from origin r to destination s
and q,., denotes the total flow from origin r to destination s.
This formulation is the same as the one presented in Sheffi (1984),
where the interactions are also presented in terms of link flows.
For completeness of presentation purposes, the convex combinations

algorithm, which solves the single class UE program, is first described.

STEP 0: 1Initialization. Perform all-or-nothing assignment based on

t, = t,(0), va. This yields {Xi}. Set counter n: =1

. n _ n
STEP 1: Update. Set t, t,(X3), va

STEP 2: Direction finding. Perform all-or-nothing assignment based on [tg}.

This yields a set of (auxiliary) flows {yg}.



STEP 3: Lihe Search. Findtln that solves

n . n n
X 4+a - X
min I a n(Ya a)
a t (w)dw
0 a

subject to 0 <o, < 1.

. n+l n n n
STEP 4: Set X = Xa + qn@a - Xa), va
STEP 5: Convergence Test. If a convergence criterion is met stop (the
current solution, {X§+1}, is the set of equilibrium link flows); otherwise set
n: = ntl and GO TO STEP 1.

The above algorithm is most commonly known as Frank-Wolfe (1956). Its
computational efficiency depends on the size of the network and the type of
the travel cost functions. The step that requires more time to calculate is
step three, where the shortest path 1is determined between an origin and a
destination. Its popularity stems from the fact that it can handle very
large networks. The same algorithm can be used to solve problem (2.1.3),
where at the n-th iteration all cross link effects are fixed and the flow on
one link depends only on its own flow. The Hessian of the program (2.1.2)
is diagonal since all cross link effects are fixed; that is why the algorithm
is called "diagonalization". The general steps of the diagomnalization
algorithm are given below.

STEP 0: Initialization. Find a feasible link flow vector xT. Set n = 0.

STEP 1: Diagonalization. Solve subproblem (2.1.3). This yields a link flow

vector xP+1,

STEP 2: Convergence test. If X% = X%l STOP. If not set n = n + 1, and GO
TO STEP 1.

Smith (1979) and Dafermos (1980) had shown that the equilibrium
conditions can be formulated as a variational inequality, and uniqueness of
the solution follows from a monotonicity assumption of the travel cost
functions. Also Dafermos (1982) showed a formal proof of convergence of the
diagonalization algorithm, requiring again that the cost interaction among
the different classes be relatively weak. These conditions are, however, too

strict, While they guarantee convergence, they are not necessary.
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Researchers have reported success with this algorithm even when these
conditions are violated, which is the case in this study. In addition,
Sheffi (1984) presented a proof, following Abdulaal and LeBlanc (1979) that
shows that if the algorithm converges, its solution is thé equilibrium flow
pattern, which is wunique provided that the link-travel-time Jacobian is
positive definite.

By noting that only the last iteration's flow pattern needs to be
determined accurately, that problem [2.1.3] at each iteration is subject to
the same set of constraints and that the solution of problem [2.1.3] is
similar to the solution of a single user class, Sheffi (1984) suggested a
"streamlined" version of the diagonalization algorithm, in an attempt to
reduce the computational cost. It has to be noted that the convex
combinations algorithm requires many iterations to reach convergence. Thus
the solution of problem [2.1.3] is requiring a number of iterations to reach
convergence per outer iteration of the diagonalization algorithm. The
streamlined version applies only one iteration to problem [2.1.3], thus
reducing it to a similar form as the convex-combination algorithm for a

single user class. The streamlined algorithm is given below.

STEP O: Initialization. Set n = 0. Find a feasible link-flow pattern

vector xn.

STEP 1: Travel time update. Set tra‘i - tai(xn)’ va,i
STEP 2: Direction finding. Assign 0-D flows, (q,. ;} to the network using the
all-or-nothing based on (tgi}. This yields a link flow pattern {y];i}'

STEP 3: Move size determination. Find a scalar L which solves the

following program:

subject to 0 <a, < 1
+ .
STEP 4: Update. Set Xgil - X:i + an(ygi - Xrali), va,i

STEP 5: Convergence test. If X:II = Xzi vVa,i STOP. The solution is x+l
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otherwise, set n = n+l and go to STEP 1.

The streamlined version of the diagonalization algorithm was tested in
this study. In addition, further tests were conducted, involving the
solution of problem [2.1.3], using different numbers of maximum inner
iterations, in order to examine the convergence pattern of these variants.
The results are reported in Chapter 3. The following section presents the

formulations of the system optimum program with multiclass user interaction.

2.2 The System-Optimum Formulation For Asymmetric Interactions Between
the Different Users

The system-optimum formulation usually presumes the existence of some
central agency, who knows a priori the 0-D matrices of all different classes
of users and assigns each traveler a definite path from its origin to its
destination in a way that minimizes the total travel time in the network
under consideration. Although this formulation overcomes the problem of user
equilibrium, where no equivalent minimization program is found to exist for
the case of asymmetric link interaction, its solution may not correspond to a
stable condition. However, it can be used as a common measure of performance
of a given network under different conditions. More importantly, it provides
a lower bound to solutions of the UE program, which is particularly important
for network design or link improvement selection problems. The equivalent
minimization program is given below. The notation is the same as that used

in the previous section,

min Z2(x) = g{ Xaitai(x) (2.2.1a)
subject to

£FS o
£ fii T s Vr,s,i (2.2.1b)
rs
fki >0 Vv k,r,s,i (2.2.1¢)

This program is a minimization problem with linear equality and
nonnegativity constraints. In order to find the necessary conditions for a
minimum of the SO program the method of Lagrangian multipliers is used.
These conditions are given by the first order conditions for a stationary

point of the following Lagrangian program:



12

subject to the nonnegativity conditions

fki >0 Vk,r,s,i (2.2.2b)

The variable ﬁfsi is the Lagrange multiplier associated with the flow
conservation constraint of 0-D pair r-s for class i. The first order

conditions for a stationary point of the Lagrangian program are the

following:
1st order conditions:
£18 3L(f'“) and 2EEU) S o yi,r,s,1 (2.2.3a)
ki oef Y -
k1 ki
‘§%££42)= 0 Vr,s,i (flow conservation) (2.2.3b)
au
rsi
f;i >0 vk,r,s,i (nonnegativity conditions) (2.2.3c)

writing equation [2.23a] explicitly.:

z f;:) vm,n,%,i (2.2.4)

p 9
2]+ By By G

L1 £i

The second term of the derivative yields the following:

Is ~
af:; Bd1 Yret (dpg = ffip) = Gy (2.2.5)

The first term yields the following:

BZ(x) QZ(x) 6

;;;; Z[x(£)] = £t T = x

21
az; X (x)

6 ai ai
L} bi 24 X

bi

mn dtai(x)
-ﬁ)i&bi,l'i[tbi(x) + §§ Xai W ]. V L,m,n,i (2.2.6)
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dt . (x)
~ al
Letting tai(x) =t ,(x) +IF X, ————dxai » Va,i (2.2.7)

equation [2.2.6] can be written as

d Z [x(£f)] - gm & _ gun
2£00 8% 9b1,01% = Cpy (2.2.8)
ol

Eai(X) can be interpreted as the marginal contribution of an additional
traveler from each class on the a-th link to the total travel time of the
user of class 1 on link a; whereas Elgril is the marginal total
travel time induced by a user from class i on path £ connecting 0-D pair m-n.

The first order conditions of the SO program can now be written as

on , ;mn ~

fz (cki - umni) =0 V 2,m,n,i (2.2.9a)
€ -u >0 V 2,m,n,i (2.2.9b)
' mn :

H fzi =q . ¥ m,n,i (2.2.9¢)
020 V 2,m,n,i (2.2.9d)

Equations [2.29a] and [2.29b] state that at optimality, the marginal
total travel times on all used paths connecting a given 0-D pair are equal.
Any unused path has a marginal total travel time greater than or equal to the
marginal total travel time of the used paths connecting an O-D pair. The
marginal total travel time of all used paths between an 0-D pair is given by
the dual variable u ..

The sufficient condition needed to provide uniqueness of the SO program
is for the Hessian of the objective function to be positive definite. The

Hessian has the following form
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[ azi(x) aZZ(x) .. 322(x)
3X2 aXalava aXal'a)('.<-a.1
al .
s 16 R v 15 e 103
axazaxal 3X§2 a&azaxal
2 ' 2,
2Ax) , L 372(x)
ax'aIaxal 3X§I

where I 1s the total number of classes and Xai denotes the flow of class i on
link a. Note that the positive - definiteness of this Hessian cannot be
established in the general case of asymmetric link interactions; therefore
there is no a priori guarantee of uniqueness. However, since the principal
motivation for solving this problem is to calculate the optimal value of the
objective function, which serves as a lower bound in the discrete network
design problem, non-uniqueness is not of major practical concern.

The system optimum flow pattern can be found using the diagonalization
algorithm used in section 2.1 where the travel cost functions will be
replaced by Eai(x) Eq. [2.2.7]. This method was used to compare the
convergence patterns between the UE and SO multiclass user programs. As
mentioned previously, only two classes of users are considered in this study;
trucks and passenger cars. All results are reported in Chapter 3.

Although, in this study only the diagonalization (relaxation) method was
used, it can be noted that other algorithms exist which solve these problems.
The other major type of algorithms is referred to as the projection method.
In a study conducted by Fisk and Nguyen (1982), the diagonalization method
was found to be superior to the other algorithms. However, in a series of
tests conducted by Nagurney (1983), the projection method was found to be
superior to the relaxation method for some networks and inferior for some
other networks. It was found that both the network structure and the type of
the travel cost functions affect the efficiency of both methods, yet there
are no general conclusions as to which method is more efficient. The
diagonalization algorithm is easier to implement and interpret and is more
widely wused in the research community. Because of its streamlining

possibilities, it was selected for this study, and tests were conducted to
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investigate the best streamlining strategy for the type of network and link
interactions of interest.

The next chapter presents a description of the test networks used in
this study and the numerical results for the convergence pattern of the

diagonalization algorithm for both the SO and UE programs.






CHAPTER 3 NUMERICAL RESULTS ON THE DIAGONALIZATION ALGORITHM

This chapter presents the performance of the diagonalization algorithm,
tested on different networks, where two classes of users were considered to
operate, each class interacting with the other in an asymmetric way. The
principal measure of performance used was the total number of internal
iterations needed for the algorithm to reach the convergence criterion. The
total number of internal iterations is the sum of the required number of
internal iterations to solve the mathematical problem of STEP 1 of the
algorithm described in section 2.1 in Chapter 2, per outer iteration, until
convergence 1s reached. It should be noted that each internal iteration
requires as many shortest path calculations as the number of O0-D pairs.
Three networks have been developed and a series of tests conducted on each
one. Both the User Equilibrium and System Optimum traffic assignment rules
were applied on each network. The first network developed is a hypothetical
one whereas Networks 2 and 3 were developed from the Texas highway network.
Network 2 was intended as a medium-sized abstraction of the Texas highway
network to be used for methodological development and testing purposes. It
was intended to capture the basic features of the state network with a
minimum of unessential detail. On the other hand, Network 3 provides a more
detailed representation of the Texas situation and can be used for actual
planning studies.

A description of each network's characteristics is given hereafter in
addition to the convergence patterns of the diagonalization algorithm. As
mentioned before, the basic information to perform the traffic assignment is
a graph representation of the network, the O0-D matrix for each class of users
and the performance functions of the links of the network. A description of
the travel cost functions used in this study is presented in section 3.1,
whereas sections 3.2, 3.3 and 3.4 describe networks 1,2, and 3 respectively,
finally closing this chapter with section 3.4 which summarizes

the results.

17



18

3.1 Travel Cost Functions

The travel cost functions are an integral part of the traffic assignment
methodology. Unfortunately, there has been virtually no research on the
functional forms and parameter estimates for travel cost functions which take
into account the asymmetric interaction between the two classes of vehicles
comprising the traffic stream in this study; the trucks and the passenger
cars. However, some research has been conducted on the development of travel
cost functions relating the travel time of a passenger car on a link to the
flow (of passenger cars) on that link. Some of these include the travel cost
functions developed by the U.S. Bureau of Public Roads (BPR) in 1964,
Davidson (1966), Mosher (1963), Wardrop (1968) etc. 1In a review carried out
by Branston (1976) many of the link performance functions were studied and it
was concluded that it is difficult to identify the most suitable form of
travel cost functions which can be used for any kind of network due to the
lack of data. In this study, the BPR curves were chosen to be used in a
modified form to take into account the interaction between trucks and
passenger cars. The modification used is based on engineering
considerations, not actual empirical observations, and thus might not
represent accurately the actual interaction between the passenger cars and
trucks. However, it is consistent with the accepted treatment of trucks in
traffic engineering practice, and is believed to provide a good
representation to serve as a tool to test the algorithm. The original
formulation of the BPR curves is presented below, followed by the modified
version.

As mentioned previously, the travel cost functions developed by the U.S.
Bureau of Public Roads (BPR), relate the travel time of a vehicle on a link
to the flow on that link, i.e. t_ = f(Xa). These functions have the

a
following form:

where t, is the travel time on link a
)
a
o, B are parameters calibrated on the basis of the speed limit and the

tY is the free flow travel time on link a

capacity of the link.



Table 3.1 - Volume / delay functions (Florianet. al. 1976)

Type [Speed 1imit Free flow times/minutes per mile
mph “ B t,
1 0-30 7313.660 15.0/4.00
2 0-30 6133504 17.0/353
3 0-30 8774.461 20.0/3.00
4 0-30 685b.164 23.0/261
S 0-30 1.14614.424 25.0/2.40
6 31-40 6193.654 30.0/2.00
7 31-40 .66614.943 32.4/1.85
8 31-40 .6225 141 32.4/1.85
9 31-40 1.030p.523 35.3/71.70
10 41-50 661p.091 41.4/1.45
11 41-50 542b 789 41.4/1.45
12 41-50 1.0096.586 41.4/1.45
13 +50 .8784.929 55.0/1.09
14 +50 7706.344 55.0/1.09
15 +50 1.1496.868 55.0/1.09

19
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C, is the "practical capacity" of the link.

and X; is the flow on link a
The BPR engineers suggested values of 1.15 and 4 for @ and B respectively.
Florian, et.al. (1979) calibrated the BPR curves using data collected at
Winnipeg. Table 3.1 shows the estimated values of parameters a and b and the
corresponding free flow travel time. These values were used also in the
modified form in this study,

The modified version of the above travel cost functions has the

following form:

. B 1
L oo 1+a(xaA+€'XaT)A
aA aA A ¢!
a wh
X +¢.X BT.
t . =t |1+« ( ah aT )
aT aT T C; ]

Where t_,, tgqp are the travel times of the passenger cars and trucks on link
a respectively.

t:A’ é:T are the free flow times of the passenger cars and trucks on
link a respectively
@,, By and aq, By are parameters specific for the passenger cars and trucks
respectively

Cé is the capacity of link a in passenger car equivalents per unit

time
XaA' xaT are the flows of the passenger cars and trucks on link a
respectively
£ is a parameter transforming the trucks to passenger car
equivalents.

Thus, the flow X, from the original formulation is decomposed into X,, and
€ .X,r, in an attempt to capture the interaction between the two classes of
users. In order for the above model to become more useful, data should be
collected to calibrate the parameters & and B and estimate them for each link
of the network under consideration. However, the same value as the ones
calibrated by Florian were used in this study. In order to distinguish
between the passenger car parameter values and the trucks, values of a lower

category curve were assigned to the trucks than the higher one selected for
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the passenger cars. Again, this is a methodological rather than an actual
representation decision. The value of ¢ was selected to be 4 passenger car
equivalents, taken as an average value from the Highway Capacity Manual
(1965). Also here the value of € for each link can be modified to better
represent the characteristics of the link according to the new Highway
Capacity Manual (1985). The following section presents a description of the

networks tested, as well as the computational results of each test.

3.2 Performance of the Diagonalization Algorithm
The main goal of this study was to examine the convergence

characteristics of the diagonalization algorithm. These are viewed from two
perspectives., First, whether the algorithm converges and second, the
convergence pattern of the algorithm. Of primary importance 1is the
performance of this algorithm on large networks, where 1if applicable it can
be very useful. 1In this study the algorithm was tested on a large network,
Network 3, which was developed to represent the Texas highway system for the
truck related improvement projects (see Mahmassani et al, 1985). Another
goal of this study was to examine possible shortcuts of the diagonalization
algorithm for faster convergence. The process followed in this study was to
solve STEP 1 (see section 2.1) of the algorithm approximately. For each
network, a series of runs, each with a maximum number of internal iterations
ranging from 1 to 10 was used, except in Network 3 which was tested up to 5
internal iterations due to computational time considerations. It is to be
noted that STEP 1 of the algorithm requires the solution of the mathematical
program (2.1.1) to convergence. However, since only the last vector (the
updated flows at convergence) of flows is of concern, then approximate
solutions at the intermediate steps do not affect the final solution as
discussed in Chapter two. Therefore, by examining first if convergence was
achieved and second the performance of each of the ten maximum number of
internal iterations used to solve STEP 1 approximately, it may be possible to
identify guidelines regarding a possible "optimum" number which minimizes the
total number of internal iterations needed to reach the equilibrium solution.
Next, a description of the networks and a summary of the results arc

presented.
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3.2.1 Network 1

Network 1 is depicted in Fig. 3.2.1.1, and the listing of the
corresponding input data is given in Appendix B.1. The main features of

Network 1 are the following:
Passenger car network coding:
Number of centroids: 11
Number of 0-D pairs: 110
Number of centroid connectors: 11
Number of egress links: 11
Number of access links: 11
Number of one way highway links: 68
Origin nodes: from 1 to 11

Destination nodes: from 12 to 22
Highway nodes: from 23 to 39
As mentioned previously (section 2.1), the truck network is a replica of
the passenger car network. The truck network node numbers follow
sequentially those of the passenger car network nodes.
Truck network coding:
Origin nodes: from 40 to 50
Destination nodes: from 51 to 61
Highway nodes: from 62 to 78
For computational purposes, both networks are considered as one, thus
depicting the following features:
Total number of 0-D pairs: 220
Total number of nodes: 78
Total number of links: 202
As mentioned previously (Section 3.2), a series of tests to examine the
convergence pattern was conducted by ranging the maximum number of internal
iterations from 1 to 10 (inclusive). The results, for each maximum number of
internal iterations, are presented in tables 3.2.1.1 to 3.2.1.10,
respectively for the User Equilibrium assignment principle. Each table
depicts the following information:
1. The number of internal iterations to reach either internal
convergence or the maximum allowable number of internal iterations, whichever

is lower, corresponding to each external (or outer) iteration of the
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algorithm. This item is shown in column two, with the corresponding outer
iteration number given in the first column of the table.

2, The sum of the internal iterations, up to the current outer
iteration, given in column three.

3. The current level of the convergence measure is given in column

four. 1In this study the following convergence measure was used:

AR
< k

where A is the total number of links (both the car and truck links), a

denotes each link and k is a constant (.005 was used in all tests). This
convergence measure is the summation of the absolute difference of the
updated flows from the previous iteration's flows divided by the updated
flow, divided by the total number of links.
In addition the CPU time needed for the algorithm to converge is given. the
convergence measure versus the number of outer iterations is plotted in
figures 3.2.1.2 to 3.2.1.11. A summary of the results for the User
Equilibrium is given in Table 3.2.1.11. This table depicts the following
information:

1. The total number of internal iterations required for convergence
for each maximum allowable number of internal iterations is given in column
three. The maximum allowable number of internal iterations is given in
column one.

2. The corresponding required CPU time to reach convergence is given in
column two.

Similar results for the System Optimum assignment principle were
developed. Tables 3.2.1.12 to 3.2.1.21 present the results for each maximum
allowable number of internal iterations ranging from 1 to 10 respectively.
The convergence measure versus the number of outer iterations is plotted in
Figures 3.2.1.12 to 3.2.1.21. Table 3.2.1.22 summarizes the results in a

similar manner to that of the User Equilibrium.

3,2.2 Network 2

A graph representation of Network 2 is depicted in figure 3.2.2.1. This

network is a highly aggregated version of Network 3 which was developed from
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Network #1 - User Equilibrium

CPU = 9.994 seconds

Maximum * of Internal lterations = |

Table 3.2.1.1
Outer Required # Sum of Internal Convergence
teration # of Internal [terations Measure
Iterations
1 ] 1 302
2 1 2 S12
3 1 3 .198
4 1 4 125
) | S .188
6 | 6 110
7 1 7 .064
8 1 8 .089
30 1 30 .006
31 1 31 .004
0671
L o5t
3
N
o 04t
)3
8 03+
c
L
" 021
C
L
Z 01
S —
—
0.0 ' ' ' ' il )
5 10 15 20 25 30 35

Outer lteration #
Fig.3.2.1.2
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Network #1 - User Equilibrium

Maximum # of Internal Iterations = 2

CPU = 13.403 seconds

Quter Iteration #

Fig. 3.2.1.3

Table 3.2.1.2
Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
1 2 2 .386
2 2 4 476
3 2 6 613
4 2 8 .302
S 2 10 176
6 2 12 113
7 2 14 .080
8 2 16 034
22 ] 43 .003
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a 051
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c 03+
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Network ®1 - User Equilibrium

Maximum # of Internal {terations =3

CPU = 15.944 seconds

Table 3.2.1.3
Outer Required # Sum of Internal Convergence
iteration of Internal [terations Measure
lterations
1 3 3 444
2 3 6 840
3 3 9 225
4 3 12 260
S 3 15 174
6 3 18 126
7 3 21 102
8 3 24 050
18 1 52 .004
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O
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N
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p
8 06+
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&
O 04+
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c
Q 02t
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6

8
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Fig. 3.2.1.4
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Network *1 - User Equilibrium

Maximum # of Internal lterations = 4

CPU =18.624 seconds

Table 3.2.1.4
Outer Required # Sum of internal Convergence
Iteration of Internal iterations Measure
Iterations
1 4 4 584
2 4 8 581
3 4 12 .259
4 4 16 201
S 4 20 153
6 4 24 115
7 4 28 091
8 4 32 072
16 1 61 004
o 067
C
o
< 0.5 T
>
@ 04+
Q
c
§‘ 031
¢ o2d
c
O
O 0.1+
0.0 + . + b ' + R—
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Fig. 3.2.1.5



Network #1 - User Equilibrium

Maximum # of internal Iterations =S

CPU =18.367 seconds

Table 3.2.15
Outer Required # Sum of Internal Convergence
Iteration * of internal Iterations Measure
Iterations
1 5 5 466
2 5 10 .546
3 5 15 .256
4 5 20 276
5 5 25 152
6 5 30 .148
7 5 35 .068
8 5 40 064
13 1 60 .005
067
u
?
o 0-5 T
7
o 041
¥
c
% 0'3 -+
024
[ond
Q
QO 01+
0.0 : ' . + \
2 4 6 8 10 12 14

Outer Iteration #

Fig. 3.2.1.6
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Network *1 - User Equilibrium

Maximum * of Internal lterations = 6

CPU =23.161 seconds

Table 3.2.16
Outer Required # Sum of Internal Convergence
[teration *# of Internal lterations Measure
iterations
1 6 6 491
2 6 12 .881
3 6 18 249
4 6 24 274
5 6 30 153
6 6 36 156
7 6 42 083
8 6 48 072
14 1 77 .004
0971
2 ool
g 0.7 1
Q
- 067
8 os
o
E 04+
O 03¢
Z
S 0.2
O oad
0.0 } 4 ’ — ’
0 2 4 6 8 10 14

Outer Iteration #
Fig. 3.2.1.7



Network #1 - User Equilibrium

Maximum # of Internal Iterations = 7

CPU =25.870 seconds

Table 3.2.1.7
Outer Required # Sum of Internal Convergence
Iteration # of Internal [terations Measure
Iterations
1 7 7 523
2 7 14 910
3 7 21 291
4 7 28 .403
5 7 35 213
6 7 42 209
7 7 49 114
8 7 56 098
14 1 86 .004

Convergence Measure

101
091
081
0771
06T
0.51
041
0.3 1
0271
017

0.0

2 4 6

8 10

Outer Iteration #

Fig. 3.2.1.8
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Network #*1 - User Equilibrium

Maximum ¥ of Internal lterations =8

CPU =29.105 seconds

Table 3.2.1.8
Outer Required # Sum of Internal Convergence
Iteration * of Internal iterations Measure
Iterations
1 8 8 492
2 8 16 .929
3 8 24 524
4 8 32 .285
S 8 40 123
6 8 48 182
7 8 56 .090
8 8 64 .095
15 i 97 .003
(d_, 1.0 V
3 09+
2 0.8 {
P .
= 071
8 ost
cC
® 05+%
g 0471
3&' 03+
8 0.2 |
0.11
0.0 + t + + + + F=p
0 2 4 6 8 10 12 14 16

Outer lteration #

Fig. 3.2.1.9



Network #1 - User Equilibrium

Maximum ¥ of Internal Iterations =9

CPU =32.699 seconds

Table 3.2.1.9
Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
] 9 9 .509
2 9 18 113
3 9 27 .285
4 9 36 321
5 9 45 147
6 9 54 .180
7 9 63 .083
8 9 72 .088
18 1 109 .003
06T
ul
bon |
N
o]
L
p et
(3]
O
c
5
@
>
c
O
[

0.0

i
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6

8
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QOuter Iteration #

Fig. 3.2.1.10
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Network #1 - User Equilibrium CPU =33.304 seconds

Maximum # of Internal iterations =10

Table 3.2.1.10

Outer Required # Sum of internal Convergence
[teration # of internal iterations Measure
{terations
] 10 10 .492
2 10 20 106
3 10 30 360
4 10 40 413
) 10 50 166
6 10 60 215
7 10 70 .103
8 10 80 103
15 1 111 .004
05T
@
.
®
a 04+
O
=
O 03+
Q
o
o
o 02+
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>
S o1
(W
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4] 2 4 6 8 1'0 1,2 14 16
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Fig. 3.2.1.11
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Table 3.2.1.11- Summary of results for Network 1

User Equilibrium

Maximum CPU - Time Total Number of Internal
Number of (Seconds) Iterations required for
Internal Convergence
[terations

1 9.994 31

2 13.403 43

3 15.944 52

4 18.624 61

S 18.367 60

6 23.161 77

7 25.870 86

8 29.105 97

9 32.699 107

10 33.304 111
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Network #1 - System Optimum

Maximum #* of Internal Iterations = |

Table 3.2.1.12

CPU = 28.417 seconds

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
1 1 1 .384
2 1 2 175
3 1 3 172
4 1 4 .010
S 1 ) .066
6 1 6 .103
7 | 7 057
8 1 8 .091
30 | 30 017
60 1 60 011
6S 1 6S .005
0.40 I’
8 0.35 (
?
o 0.30 1
()
b 0.25 ¢
(]
&) 0201
o
oy 0157
o |
L 0.10]
5 |
S 005;
0.00 : : ' } r— e
0 10 20 30 40 50 60 70

Outer |teration #

Fig. 3.2.1.12
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Network #1 - System Optimum CPU =24.110 seconds

Maximum * of Internal Iterations =2

Table 3.2.1.13

Outer Required # Sum of Internal Convergence
iteration # of Internal Iterations Measure
Iterations
1 2 2 451
2 2 4 278
3 2 6 108
4 2 8 123
5 2 10 063
6 2 12 100
7 2 14 .083
8 2 16 071
28 ] S5 .005

Convergence Measure

"0 5 10 15 20 25 30
Outer lteration #

Fig. 3.2.1.13



Network #1 - System Optimum CPU =32.481 seconds

Maximum * of Internal Iterations =3

Table 3.2.1.14

Outer Required # Sum of Internal Convergence
lteration # of Internal iterations Measure
Iterations
i 3 3 .492
2 3 6 453
3 3 9 231
4 3 12 427
) 3 15 .159
6 2 18 116
7 3 21 077
8 3 24 .096
28 1 75 .004

Convergence Measure

0 5 1'0 1l5 20 25 30
QOuter Iteration #

Fig. 3.2.1.14



Network *1 - System Optimum

Maximum #* of Internal Iterations =4

Table 3.2.1.15

39

CPU =42.798 seconds

Outer Required # Sum of Internal Convergence
Iteration # of internal iterations Mesasure
Iterations
1 4 4 .596
2 4 8 .594
3 4 12 249
4 4 16 301
S 4 20 .140
6 4 24 .160
7 4 28 082
8 4 32 .095
29 1 100 .004

Convergence Measure

S

10

1'5 2-0
QOuter lteration #

Fig. 3.2.1.15

25

30



Network #1 - System Optimum CPU =38.908 seconds

Maximum * of internal Iterations =5

Table 3.2.1.16

Outer Required # Sum of internal Convergence
Iteration *# of Internal Iterations Measure
iterations
1 S S 617
2 S 10 674
3 ) 15 274
4 S 20 336
5 S 25 192
6 S 30 270
7 5 35 160
8 S 40 187
19 1 91 .005
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L 057
=
U o4y
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Y o3t
C
L o2t
c
S oai
0.0 —+

0 2 4 6 8 10 12 14 16 18 20

Quter lteration #

Fig. 3.2.1.16



Network *1 - System Optimum

Maximum * of Internal Iterations =6

Table 3.2.1.17

41

CPU =44263 seconds

Outer Required # Sum of Internal Convergence
teration # of Internal terations Measure
Hterations
i 6 6 627
2 6 12 712
3 6 18 .290
4 6 24 372
) () 30 .182
6 6 36 218
7 6 42 116
8 6 48 127
20 1 103 .003
l
3
N
o
L)
p 3
]
¥
c
5
®
>
c
O
-
OO + } + + + + $ + +
2 4 6 8 10 12 14 16 18 20

Outer lteration #

Fig. 3.2.1.17
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Network #¥1 - System Optimum CPU =52.259 seconds

Maximum * of Internal Iterations =7

Table 3.2.1.18

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
} 7 7 .690
2 7 14 716
3 7 21 .304
4 7 28 .400
5 7 25 .203
6 7 42 274
7 7 49 150
8 7 56 201
19 1 122 .004
08T
£
A 071
& o6
> .
§ 05+
g 04+
S o031
Z
o 0-2 T
(]
0.1+
0.0

Q 2 4 6 8 1012141‘61820
Outer lteration #

Fig. 3.2.1.18



Network #1 - System Optimum

Maximum * of Internal Iterations =8

Table 3.2.1.19

43

CPU =69.464 seconds

Outer Required ¥ Sum of Internal Convergence
Heration # of Internal |terations Measure
Iterations
1 8 8 712
2 8 16 1.012
3 8 24 375
4 8 32 608
) 8 40 .286
6 8 48 .460
7 8 56 230
8 8 64 378
23 1 163 .00S
127
< H]
ﬂj 104
0
® osl
2 ;
3 osf
c
Q
2 oa4i
Q
z
o 0-2 T
O

0.0

é 1'0 1‘5
Outer Iteration #

Fig. 3.2.1.19
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Network #1 - System Optimum

Maximum #* of Interpal Iterations =9

Table 3.2.1.20

CPU =75.347 seconds

Outer Required # Sum of Internal Convergence
[teration # of Internal Iterations Measure
Iterations
1 9 9 .798
2 9 18 1.016
3 9 27 372
4 9 36 623
S 9 45 271
6 9 54 .440
7 9 63 231
8 9 72 374
22 1 177 .004
®
.
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n
s ]
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p
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Q
c
)
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O
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"o 5
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Outer Iteration #

Fig. 3.2.1.20
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Network #1 - System Optimum CPU =87.126 seconds

Maximum #* of Internal Iterations =10

Table 3.2.1.21

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
1 10 10 816
2 10 20 1.237
3 10 30 .397
4 10 40 726
S) 10 SO S
6 10 60 S11
7 10 70 230
8 10 80 .396
24 1 205 .004

Convergence Measure

0 S 10 1S 20 25
Outer lteration #

Fig. 3.2.1.21
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Table 3.2.1.22- Summary of results for Network 1

System Optimum

Maximum CPU - Time Total Number of internal
Number of] (Seconds) Iterations required for
Internal Convergence
[terations

1 28.417 65

2 24.110 55

3 32.481 75

4 42.798 100

5 38.908 91

6 44263 103

7 52.259 122

8 69.464 163

9 75.347 177

10 87.126 205
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the Texas highway network. 1Its structure differs from Network 1 in that it
is composed of exclusive passenger car lanes, truck lanes and common user
lanes. The car user has the option of choosing the exclusive car lane or the
common lane while the truck user can use either the exclusive truck lane or
the common lane. The option for both classes of using either the exclusive
or common lane is controlled with the use of dummy links. If the option is
open then the dummy link is assigned a zero cost or if closed then the dummy
link is assigned a very high positive cost. This particular structure was
chosen due to the possible future construction of exclusive facilities for
special categories of the traffic stream (in this study passenger cars and
trucks). A more detailed description of this structure is given in Appendix
B.
Network 2 depicts the following features:
Passenger car network coding:
Number of centroids: 14
Number of O-D pairs: 182
Number of centroid connectors: 14
Number of egress links: 14
Number of access links: 14
Number of one-way highway links: 126
Origin nodes: from 1 to 14
Destination nodes: from 15 to 28
Highway nodes: from 29 to 64
Truck network coding:
Origin nodes: from 65 to 78
Destination nodes: from 79 to 92
Highway nodes: from 93 to 128
As before, the truck network is a replica of the passenger car network.
The combined features are the following:
Total number of O-D pairs: 364
Total number of nodes: 128
Total number of links: 336
For this network two different groups of tests have been carried out.
In the first group the exclusive link option was open for both the passenger
cars and trucks, meaning that the dummy links had been assigned a zero cost.

In the second test the options of exclusive links were closed, meaning the
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the dummy links had been assigned a very high positive cost. These two
different test groups were intended to capture any differences in the
performance of the diagonalization algorithm, with regard to the use of
exclusive links as opposed to the standard common link network configuration.

A series of tests was performed for both groups, for the User
Equilibrium and System Optimum assignment policies. However, for the UE a
series of runs corresponding to four different capacity levels (see section
3.1) have been conducted to examine the performance of the algorithm under
different levels of congestion. The results for the first group are
summarized in table 3.2.2.1 and for the second group in table 3.2.2.2 for the
User Equilibrium. For illustrative purposes the detailed results for
capacity levels 1.0C and 0.5C are presented in tables 3.2.2.3 to 3.2.2.12 and
3.2.2.13 to 3.2.2.22 respectively for the first group only. Additionally,
the corresponding graphs of the convergence measure versus the outer
iteration number are presented in figures 3.2.2.2 to 3.2.2.11 and 3.2.2.12 to
3.2.2.21 for the 1.0C and 0.5C capacity levels respectively. The results for
the System Optimum are summarized in Tables 3.2.2.23 and 3.2.2.24 for both
groups respectively. The detailed results for group one for the SO are
presented in Tables 3.2.2.25 to 3.2.2.34 and the corresponding graphs in
figures 3.2.2.22 to 3.2.2.31. Following, the description of the Texas

network developed for this study is presented.

3.2.3 The Texas Network-Network 3

One of the objectives of this study was to test the diagonalization
algorithm on a large scale network, in view of its applicability to analyze
truck-related improvements to the Texas highway network. A subset of the
Texas highway network was developed and tested in this study. The structure
of the developed Texas network has the same form as Network 2, thus allowing
also the inclusion of the design element. The basic features of Network 3
are given below while a description of the database development is given in

Appendix B.3.
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Table 3.2.2.1 - Summary of results for Network 2
User Equilibrium - Options Open

Maximum CPU - Time

Number of (Seconds)

Internal

Iterations 1.0C 0.8C 0.5C 4.0C
1 10.049 8.428 9.032 43.401
2 9.464 7.339 12.646 27.852
3 14,257 9.940 8.337 41 451
4 16.390 15.924 11570 14.454
5 12568 14.223 12.625 41.386
6 14.161 12.073 13.169 13.432
7 15.320 15.289 15.298 51316
8 14.692 13.146 15.247 35.507
9 17,539 15.815 14.101 46.011
10 13.664 14.809 15.308 44.034

Mamimum | ding Total # of Internal Iterati

Number of |corresponding Tota of Internal Iterations

Internal

|terations ] OC OBC OSC 4OC
1 16 13 14 79
2 15 11 21 49
3 24 16 13 76
4 28 25 19 25
S 21 24 21 76
6 24 20 22 23
7 26 26 26 g5
8 25 22 26 65
9 30 27 24 85
10 23 25 26 81




Table 3.2.2.2 - Summary of results for Network 2
User Equilibrium - Options Closed

Maximum CPU - Time
Number of (Seconds)
Internal
Iterations 1.0C 0.8C 0.5C 4.0C
1 11.924 13.926 13.451 6.360
2 7.873 9.915 9.934 3.687
3 15.364 14.389 18.362 3.161
4 20.387 16.371 18.858 13.666
5 23.291 22.303 26.803 7.157
6 25.779 22293 35.264 9.141
7 24815 24,305 22.344 7.107
8 20.850 32.761 21.863 7.087
9 24811 27.352 30.758 7.096
10 30.801 33.792 32,335 7.116
rlamimum . ding Total # of Internal Iterati
Number of |corresponding Tota of Internal Iterations
Internal
|terations 1.0C 0.8C 0.5C 4.0C
1 21 25 24 10
2 13 17 17 5
3 28 26 34 4
4 38 30 35 25
5 44 42 51 12
6 49 42 68 16
7 47 46 42 12
8 39 63 41 12
9 47 52 59 12
10 59 65 62 12




Network #2 - User Equilibrium CPU = 10.049 seconds

Options Open Capacity = 1*C
Maximurm * of Internal Iterations = i
Table 3.2.2.3
Outer Required #* Sum of Internal Convergence
Iteration #* of Internal Iterations Measure
Iterations
1 1 ] .739
2 1 2 253
3 1 3 .155
4 1 4 12
S 1 S .105
6 1 6 .044
16 1 16 .005
08 {
ul |
5 o7
L
E 0.6
O 0S¢t
2 o4
S .
2 o3l
Qo
Z o021
O
O 01+¢
0.0 + + + + ' ' —

0 2 4 6 8 10 12 14 16
Outer Iteration #

Fig. 3.2.2.2



Network #2 - User Equilibrium

Options Open

53

CPU = 9.464 seconds
Capacity = 1*C

Maximum * of Internal Iterations =2

Table 3.2.2.4
Outer Required # Sum of Internal Convergence
Heration # of internal Iterations Measure
Iterations
1 2 2 816
2 2 4 242
3 2 6 121
4 2 8 071
S 2 10 032
6 2 12 .020
8 1 15 002
L
n
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O
p
D
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c
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C
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>
c
O
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Fig. 3.2.2.3



54

Network #2 - User Equilibrium

CPU = 14257 seconds

Options Open Capacity = 1%*C
Maximum ¥ of Internal Iterations = 3
Table 3.2.25
Outer Required # Sum of Internal Convergence
[teration # of Internal Iterations Measure
Iterations
1 3 3 .865
2 3 6 .200
3 3 9 125
4 3 12 073
) 3 15 037
6 3 18 .018
9 ! 24 .003
D)
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c
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Network #2 - User Equilibrium
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CPU = 16.390 seconds

Options Open Capacity = 1*C
Maximum * of Internal Iterations = 4
Table 3.2.2.6
Outer Required # Sum of Internal Convergence
Iteration of Internal Iterations Measure
Iterations
1 4 4 977
2 4 8 202
3 4 12 .049
4 4 16 .036
S 3 19 016
6 3 22 011
9 1 28 .003
(b)
O
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p
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Fig. 3.2.25
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Network *2 - User Equilibrium

CPU = 12.568 seconds

Options Open Capacity = 1*C
Maximum * of Internal Iterations =5
Table 3.2.2.7
Outer Required # Sum of Internal Convergence
Iteration * of Internal Iterstions Measure
Iterations
1 5 S 1.00
2 5 10 D211
3 5 1S 071
4 S 20 031
5 1 21 .004

Convergence Measure

Outer Iteration #

Fig. 3.2.26
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Network *2 - User Equilibrium CPU = 14.161 seconds
Options Open Capacity = 1*C
Maximum #* of Internal Iterations =6
Table 3.2.2.8
Outer Required ¥ Sum of Internal Convergence
|teration # of Internal Iterations Measure
lterations
1 6 6 1.04
2 6 12 161
3 6 18 .049
4 3 21 013
S 2 23 .008
6 1 24 .003
127
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O
)
p
1]
Q
c
O
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c
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O

T 2 3 4 5 6
Outer Iteration #

Fig. 3.2.2.7



Network *#2 - User Equilibrium CPU = 15,320 seconds

Options Open Capacity = 1*C
Maximum * of Internal Iterations =7
Table 3.2.29
Outer Required # Sum of Internal Convergence
Iterstion # of Internal iterations Measure
Iterations
1 7 7 1.11
2 7 14 .185
3 7 21 102
4 2 23 019
5 2 25 .009
6 1 26 .005

Convergence Measure

T 2 3 4 5 6
Outer Iteration #

Fig. 3.2.28
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Network ¥2 - User Equilibrium CPU = 14692 seconds
Options Open Capacity = 1%*C
Maximum #* of Internal Iterations =8

Table 3.2.2.10

Outer Required # Sum of internal Convergence
Iteration # of Internal terations Measure
Iterations
1 8 8 1.17
2 8 16 137
3 8 24 .059
4 1 25 004
1.2
8 104
3
S ost
P .
p
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Q
o
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P 021
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Fig. 3.2.29
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Network #2 - User Equilibrium

Options Open

CPU = 17.539 seconds

Capacity = 1*C

Maximum # of internal Iterations =9

Table 3.2.2.11

Outer Required ¥ Sum of Internal Convergence
Iteration # of Internal iterations Measure
Iterations
1 9 9 1.21
2 7 16 161
3 9 2S .099
4 2 27 012
S 2 29 .006
6 1 30 .004
P
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Fig. 3.2.2.10



Network *#2 - User Equilibrium
Options Open

61

CPU = 13.664 seconds
Capacity = 1*C

Maximum * of Internal Iterations =10

Table 3.2.2.12

Outer Required # Sum of internal Convergence
Iteration of Internal Iterations Measure
Herations
1 10 10 1.32
2 7 17 .130
3 ) 22 032
4 1 23 .005
1.4
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Fig. 3.2.2.11
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Network *#2 - User Equilibrium

Options Open

CPU = 9.032 seconds
Capacity =0.5*C

Maximum #* of Internal Iterations =1

Table 3.2.2.13

Outer Required # Sum of Internal Convergence
Iteration *# of Internal Iterations Measure
Iterations
1 1 1 .668
2 1 2 .202
3 1 3 157
4 1 4 103
S 1 S .093
6 | 6 .052
14 1 14 .004
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Fig. 3.2.2.12



Network #¥2 - User Equilibrium

Options Open

63

CPU = 12.646 seconds

Capacity =0.5%C

Maximum * of Internal Iterations =2

Table 3.2.2.14

Outer Required # Sum of Internal Convergence
Iteration # of Internal |terations Measure
iterations
1 2 2 712
2 2 4 .208
3 2 6 151
4 2 8 .069
5 2 10 033
6 2 12 022
i1 1 21 .004
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Fig. 3.2.2.13



Network #2 - User Equilibrium CPU = 8.337 seconds
Options Open Capacity =0.5%C
Maximum * of Internal Iterations =3

Table 3.2.2.15

Outer Required ¥ Sum of Internal Convergence
Iteration * of internal (terations Measure
Iterations

1 3 3 715

2 3 6 219

3 3 9 .138

4 3 12 .047

S 1 13 .00S

Convergence Measure

Quter Iteration #

Fig. 3.2.2.14



Network *2 - User Equilibrium

Options Open

65

CPU = 11570 seconds

Capacity =0.5%*C

Maximum #* of Iinternal Iterations =4

Table 3.2.2.16

Outer Required # Sum of Internal Convergence
Heration * of Internal Iterations Measure
Iterations
i 4 4 755
2 4 8 187
3 4 12 .068
4 3 1S .024
S 3 18 013
6 1 19 002
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Fig. 3.2.2.15
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Network #*2 - User Equilibrium

Options Open

CPU = 12.625 seconds

Capacity =0.5%C

Maximum ¥ of Internal Iterations =5

Table 3.2.2.17

Outer Required # Sum of Internal Convergence
|teration * of Internal Iterations Measure
Iterations

1 5 ) 778

2 S 10 151

3 ) 15 051

4 ) 20 .024

) 1 21 .005
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Fig. 3.2.2.16
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Network #2 - User Equilibrium CPU = 13.169 seconds
Options Open Capacity =0.5%C
Maximum ¥ of Internal Iterations =6

Table 3.2.2.18

Outer Required # Sum of Internal Convergence
Iteration *# of Internal Iterations Measure
Iterations

1 6 6 795

2 6 12 176

3 S 17 061

4 2 19 010

) 2 21 .008

6 1 22 005

Convergence Measure

T 2 3 4 5 6
Outer Iteration #

Fig. 3.2.2.17



68

Network #2 - User Equilibrium

Options Open

CPU = 15.298 seconds

Capacity =0.5*C

Maximum ¥ of Internal Iterations =7

Table 3.2.2.19

Outer Required # Sum of Internal Convergence
|teration # of Internal iterations Measure
Iterations
1 7 7 .820
2 7 14 .150
3 5 19 040
4 2 21 010
5 2 23 .008
6 2 25 .007
7 1 26 .002
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Fig. 3.2.2.18
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Network *2 - User Equilibrium CPU = 15.247 seconds
Options Open Capacity =0.5%C
Maximum #* of Internal Iterations =8

Table 3.2.2.20

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
iterations

1 8 8 832

2 8 16 A77

3 7 23 072

4 2 25 010

S 1 26 .002

Convergence Measure

Quter Iteration #

Fig. 3.2.2.19



Network *2 - User Equilibrium CPU = 14.101 seconds
Options Open Capacity =0.5%C
Maximum * of Internal Iterations =9

Table 3.2.2.21

Outer Required # Sum of Internal Convergence
teration *# of Internal Iterations Measure
Iterations
1 9 9 .864
2 9 18 .149
3 5 23 033
4 1 24 .004

Convergence Measure

1.0 1'.5 2'.0 2'.5 3'.0 3'.5 40
QOuter |teration #

Fig. 3.2.2.20



Network #2 - User Equilibrium

Options Open

CPU = 15.308 seconds
Capacity =0.5%C

Maximum #* of Internal Iterations =10

Table 3.2.2.22

Outer Required # Sum of Internal Convergence
Iteration *# of Internal Iterations Measure
Iterations

1 10 10 .885

2 6 16 151

3 7 23 062

4 2 25 .007

S 1 26 .004
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Fig. 3.2.2.21
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Table 3.2.2.23 - Summary of results for Network 2
System Optimum - Options Open

Maximum CPU - Time Total Number of Internal
Number of] (Seconds) Iterations required for
Internal Convergence
Iterationg

1 37.258 47

2 26.587 33

3 27.360 34

4 33913 43

S 35.526 45

6 25.734 32

7 23.218 29

8 30.087 38

9 22.603 28

10 32.290 41




Table 3.2.2.24 - Summary of results for Network 2
System Optimum - Options Closed

Maximum CPU - Time Total Number of Internal
Number of] (Seconds) Iterations required for
Internal Convergence
[terations

! 18.940 25

2 17.493 23

3 24.077 33

4 26.134 36

S 30.323 42

6 31.593 44

7 27.450 38

8 28.878 40

9 34365 48

10 50.069 71
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Network #2 -System Optimum CPU =37.258 seconds
Options Open
Maximum * of Iinternal Iterations =1

Table 3.2.2.25

Outer Required # Sum of Internal Convergence
teration # of Internal terations Measure
Iterations
1 1 1 .600
2 1 2 .180
3 1 3 .196
4 1 4 .066
S 1 S .047
6 1 6 .045
7 1 7 027
8 1 8 .026
30 1 30 .009
47 1 47 .004
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Fig. 3.2.222



Network #2 -System Optimum
Options Open

Maximum #* of Internal Iterations =2

Table 3.2.2.26

75

CPU =26.587 seconds

Outer Required #* Sum of internal Convergence
Iteration *# of Internal Itersations Measure
Iterations
| 2 2 .648
2 2 4 210
3 2 6 101
4 2 8 .059
S 2 10 037
6 2 12 033
7 2 14 016
8 2 16 015
17 1 33 003
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Network #2 -System Optimum CPU = 27.360 seconds

Options Open
Maximum #* of Internal Iterations =3
Table 3.2.2.27
Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
1 3 3 .656
2 3 6 .182
3 3 9 .088
4 3 12 .048
5 3 1S .026
6 3 18 .019
7 3 21 013
8 3 24 011
12 1 34 .005
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Fig. 3.2.2.24



Network *2 -System Optimum CPU =33.913 seconds
Options Open
Maximum #* of Internal Iterations =4

Table 3.2.2.28

Outer Required # Sum of Internal Convergence
Iteration * of Internal Iterations Measure
Iterations
] 4 4 664
2 4 8 167
3 4 12 071
4 4 16 036
5 4 20 .023
6 4 24 013
7 4 28 01t
8 4 32 013
13 | 43 .005
8 077
a 061t
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Network #2 -System Optimum CPU =35.520 seconds
Options Open
Maximum * of Internal Iterations =5

Table 3.2.2.29

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
] S S .684
2 S 10 163
3 S 1S .046
4 S 20 .023
) S 25 015
6 3 28 010
7 2 30 .008
8 4 34 010
13 ] 45 .004
0 07 T
‘5
0N 067
Q
)
3 051
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2 o047
b
g o03%
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Z 021
S
0.17
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Network #2 -System Optimum CPU =25.734 seconds
Options Open
Maximum #* of Internal iterations =6

Table 3.2.2.30

Outer Required # Sum of Internal Convergence
[teration # of Internal Iterations Measure
Iterations
1 6 6 .686
2 6 12 129
3 6 18 .039
4 4 22 013
) 6 28 017
6 3 31 011
7 1 32 005
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c
o
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O
A

i 2 3 4 5 6 7
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Fig. 3.2.2.27
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Network #2 -System Optimum

Options Open

Maximurm * of Internal |terations =7

Table 3.2.2.31

CPU =23.218 seconds

Outer Required # Sum of Internal Convergence
iteration # of Internal [terations Measure
Iterations

1 7 7 .694

2 7 14 143

3 7 21 .042

4 7 28 .022

S 1 29 .004
'l
3
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O
c
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Network #2 -System Optimum CPU =30.087 seconds
Options Open
Maximum * of Internal Iterations =8

Table 3.2.2.32

Outer Required # Sum of Internal Convergence
Iteration # of Internal [terations Measure
Iterations
1 8 8 702
2 8 16 133
3 8 24 .037
4 2 26 .008
S 3 29 .008
6 3 32 .008
7 3 35 .009
8 2 37 .005
9 1 38
08
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Network #2 -System Optimum

Options Open

Maximum # of Internal Iterations =9

Table 3.2.2.33

CPU =22.603 seconds

Outer Required # Sum of Internal Convergence
|teration # of Internal Iterations Measure
Iterations

1 9 9 716

2 9 18 122

3 ) 23 024

4 4 27 014

) 1 28 .005
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Network #2 -System Optimum

Options Open

CPU =32.290 seconds

Maximum * of Internal Iterations =10

Table 3.2.2.34

Outer Required # Sum of Internal Convergence
[teration # of Internal iterations Measure
Iterstions
1 10 10 726
2 10 20 130
3 9 29 .030
4 3 32 .010
5 3 35S .008
6 3 38 .009
7 2 40 .007
8 1 41 .004
o
3
"
(s ]
L b
p
L
Q
c
5
]
>
c
@]
Q

;
Outer Iteration #

4

S 6

Fig. 3.2.2.31
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Passenger car network coding
Number of centroids: 14
Number of O-D pairs: 182
Number of centroid connectors: 14
Number of egress links: 14
Number of aécéss links: 14
Number of one-way highway links: 1914
Origin nodes: from 1 to 14
Destination nodes: from 76 to 89
Highway nodes: from 851 to 1368
Network 3 depicts the following combined characteristics:
Total number of O-D pairs: 364
Total number of nodes: 1400
Total number of links: 3912

Due to the size of the network it was decided to test the algorithm only
in the range from 1 to 5 maximum number of internal iterations. This
decision was based on the results of the two previous networks, where a
higher number of maximum number of internal iterations was less efficient
than the lower ones in most of the cases. Again two groups of tests were
carried out in a similar way as in Network 2. 1In the first group, the dummy
links had a cost of zero and in the second group they had a very large
positive number.

The results for group one are presented in tables 3.2.3.1 to 3.2.3.5 for
the User Equilibrium, summarized in Table 3.2.3.6. Figures 3.2.3.2 to
3.2.3.6 present the convergence measure versus the number of outer
iterations. The results for the System Optimum are given in Tables 3.2.3.7
to 3.2.3.11, summarized in Table 3.2.3.12. The convergence measure versus
the number of outer iterations is presented in Figures 3.2.3.7 to 3.2.3.11.
The results for group two are presented in Tables 3.2.3.13 to 3.2.3.17 for
the UE while Table 3.2.3.18 summarizes the results. Tables 3.2.3.19 to
3.2.3.23 report the results from the SO while Table 3.2.3.24 summarizes the
results. Figures 3.2.3.12 to 3.2.3.16 and Figures 3.2.3.17 to 3.2.3.21
present the plots of the convergence measure versus the number of outer
iteration for the UE and SO respectively. The next section presents a

summary of the results for all networks.
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Figure 3.2.3.Db
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Figure 3.2.3.c
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Network *3 (The Texas Network) - UE CPU =233.188 seconds
Options Open
Maximum * of Internal iterations =1
Table 3.2.3.1
Outer Required # Sum of internal Convergence
Iteration *# of Internal Iterations Measure
Iterations
1 1 1 258
2 ! 2 143
3 1 3 116
4 1 4 .094
S 1 S 112
6 ] 6 073
7 1 7 .0583
8 1 8 045
30 1 30 .006
32 1 32 .005
o 0.30 7
C
-
8 0257
g
® 0201
Q
c
[ 0.151
o
L o10f
c
O
w 0.05
0.00 ' : ; , : . =

0 S 10 15 20 25 30 35
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Fig. 3.2.3.2
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Network #3 (The Texas Network) - UE

CPU =186.607 seconds

Options Open
Maximum * of Internal Iterations =2
Table 3.2.3.2
Outer Required # Sum of Internal Convergence
Hteration *# of Internal Iterations Measure
Iterstions
] 2 2 354
2 2 4 258
3 2 6 254
4 2 8 .149
) 2 10 069
6 2 12 .046
7 2 14 027
8 2 16 021
13 1 25 .005
0.4
L
3
]
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Network *3 (The Texas Network) - UE

95

CPU =297 713 seconds

Options Open
Maximum * of Internal Iterations =3
Table 3.2.3.3
Outer Required # Sum of internal Convergence
{teration # of Internal lterations Measure
Iterations
1 3 2 465
2 3 6 246
3 3 9 130
4 3 12 073
S 3 1S 048
6 3 18 036
7 3 21 032
8 3 24 023
15 1 42 003
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o
3
% 04+
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Network #*3 (The Texas Network) - UE

CPU =328.196 seconds

Options Open
Maximum # of Internal Iterations =4
Table 3.2.3.4
Outer Required # Sum of Internal Convergence
iteration *# of Internal Iterations Measure
Iterations
] 4 4 543
2 4 8 .394
3 4 12 172
4 4 16 .094
S 4 20 .055
6 4 24 .030
7 4 28 .024
8 4 32 019
13 1 47 005
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Network #3 (The Texas Network) - UE
Options Open
Maximum # of Internal Iterations =5

97

CPU =316.117 seconds

Table 3.2.35
Outer Required # Sum of Internal Convergence
iteration # of Internal [terations Measure
{terations

] ) S 613

2 ) 10 .288

3 5 15 158

4 5 20 .087

S 5 25 055

6 5 30 031

7 5 35 025

8 5 28 012

11 1 45 .004
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Fig. 3.2.3.6
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Table 3.2.3.6 - Summary of results for Network 3
(The Texas Network)
User Equilibrium - Options Open
Maximum CPU-Time Total Number of Internal
Number of] (Seconds) lterations required for
internal Convergence
[terations
1 135.287 16
2 187.868 23
3 210.743 26
4 196.436 24
S 225033 28
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Network ¥3 (The Texas Network) - SO CPU =253.871 seconds
Options Open
Maximum ¥ of Internal Iterations =1

Table 3.2.3.7
Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
] 1 1 .348
2 1 2 191
3 1 3 131
4 1 4 .096
S 1 S 075
6 1 6 .091
7 1 7 053
8 1 8 034
27 1 27 .005
o 047
ul
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Network #3 (The Texas Network) - SO CPU =356.381 seconds

Options Open
Maximum # of Internal Iterations =2
Table 3.2.3.8
Outer Required # Sum of Internal Convergence
lteration # of Internal iterations Measure
[terations
1 2 2 531
2 2 4 261
3 2 6 105
4 2 8 074
S 2 10 .054
6 2 12 036
7 2 14 .037
8 2 16 025
20 1 39 .00S
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ul
@
o 0,5 T
2
0 0‘4 4
Q
c
14 03+
ol
L 524
c
O
Qo014
00  a— ety

4] 2 4 6 8 1‘0 1'2 1'4 1‘6 18 20
Outer lteration #

Fig. 3.2.3.8



101

Network #3 (The Texas Network) - SO CPU =403.483 seconds
Options Open
Maximum #* of Internal Iterations =3
Table 3.2.39
Outer Required # Sum of Internal Convergence
Iteration * of Internal iterations Measure
Iterations
1 3 3 707
2 3 6 274
3 3 9 .159
4 3 12 100
S 3 15 .04S
6 3 18 036
7 3 21 021
8 3 24 022
16 1 44 .004
o 0.6"
al
3 071
>
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p
8 051
o
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>
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Network #3 (The Texas Network) - SO CPU =324.542 seconds
Options Open
Maximum #* of Internal Iterations =4

Table 3.2.3.10

Outer Required # Sum of Internal Convergence
teration # of internal Iterations Measure
Iterations
1 4 4 797
2 4 8 249
3 4 12 119
4 4 16 077
5 4 20 .036
6 4 24 021
7 4 28 022
8 4 32 .017
10 1 35 .004
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Network #3 (The Texas Network) - SO CPU =469.369 seconds
Options Open
Maximum # of Internal {terations =5

Table 3.2.3.11

Outer Required # Sum of Internal Convergence
Iteration # of Internal (terations Measure
iterations
1 S ) .999
2 S 10 410
3 S 15 173
4 S 20 .086
S S 25 .058
6 S 30 035
7 S 35 025
8 3 38 014
13 1 51 .003
8 10 T
3 091
8
b3 08
2 071t
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c
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Fig. 3.2.3.11
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Table 3.2.3.12 - Summary of results for Network 3
(The Texas Network)
System Optimum - Options Open

Maximum CPU -Time Total Number of Internal
Number of] (Seconds) Iterations required for
Internal Convergence
Iterations

1 121.413 11

2 180.609 17

3 169.986 16

4 209.103 20

S 200,528 20
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Network #3 (The Texas Network) - UE CPU =135.287 seconds
Options Closed
Maximum * of Internal lterations =1

Table 3.2.3.13

Outer Required # Sum of Internat Convergence
lteration * of Internal Iterations Mesasure
Iterations
1 1 1 .061
2 1 2 057
3 1 3 086
4 1 4 063
5 1 5 .033
6 1 6 .043
7 ] 7 032
8 1 8 032
16 1 16 002
o 0.09 7
ﬂ:') 0.08+
® 0071
p 20
8 0.06 +
c 005+
o L
bed 0.04 1
L o034
g 0.02 1
S .
0.01+¢
0.00
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Network #3 (The Texas Network) - UE CPU =187.868 seconds
Options Closed
Maximum #* of Internal Iterations =2

Table 3.2.3.14

Outer Required # Sum of Internal Convergencs
Iterstion # of Internsl |terations Measure
Iterations
1 2 2 132
2 2 4 047
3 2 6 035
4 2 8 .036
S 2 10 .031
6 2 12 013
7 2 14 017
8 2 16 016
12 1 23 .004
» 1
& 0121
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Network #3 (The Texas Network) - UE CPU =210.743 seconds
Options Closed
Maximum # of Internal lterations =3

Table 3.2.3.15

Outer Required # Sum of Internal Convergence
Iteration # of Internal Iterations Measure
Iterations
1 3 3 179
2 3 6 .066
3 3 9 .066
4 3 12 .030
S 2 14 Q15
6 3 17 016
7 2 19 .015
8 2 21 .009
11 1 26 .004

Convergence Measure

1 2 3 4 S 6 7 8 ) 10 11
Outer |lteration #

Fig. 3.2.3.14
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Network #3 (The Texas Network) - UE CPU =196.436 seconds
Options Closed
Maximum # of Internal Iterations =4

Table 3.2.3.16

Outer Required # Sum of Internal Convergence
iteration # of Internal lterations Measure
Iterations
1 4 4 169
2 4 8 063
2 4 12 .069
4 2 14 016
S 3 17 016
6 2 19 020
7 2 21 015
8 2 23 012
9 1 24 .004
0.18

0.16 1
0.14¢
0.12 ¢
0.10 ¢
0.08 1
0061
0.0471
0.0271
0.00

Convergence Measure

I 2 3 4 5 6 7 8 9
Outer Iteration #

Fig. 3.2.3.15



Network #3 (The Texas Network) - UE
Options Closed
Maximum * of Internal Iterations =5

Table 3.2.3.17

109

CPU =225.033 seconds

Outer Required ¥ Sum of Internal Convergence
[teration of Internal Iterations Measure
Iterations

1 5 5 238
2 5 10 069
3 5 15 .045
4 4 19 030
5 2 21 012
6 2 23 012
7 2 25 010
8 2 27 007
9 1 28 .005
8 025
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Table 3.2.3.18 - Summary of results for Network 3
(The Texas Network)
User Equilibrium - Options Closed

Maximum CPU - Time Total Number of Internal
Number of] (Seconds) Iterations required for
Internal Convergence
Iterations

1 233.188 32

2 186.607 25

3 297713 42

4 328.196 47

) 316.117 45




Network #3(The Texas Network) - SO

Options Closed

Maximum #* of Internal [terations =1

Table 3.2.3.19

CPU =121.413 seconds

Outer Required # Sum of internal Convergence
Iteration # of Internal Iterations Messure
Iterations

1 1 1 057
2 1 2 041
3 1 3 .047
4 1 4 .039
5 1 S .039
6 1 6 022
7 1 7 015
8 1 8 015

1 1 11 .005
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Fig. 3.2.3.17
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Network #3 (The Texas Network) - SO
Options Closed

Maximum ¥ of Internal Iterations =2

Table 3.2.3.20

CPU =180.609 seconds

Outer Required # Sum of Internal Convergence
Iteration of internal Iterations Measure
Iterations
1 2 2 .093
2 2 4 .060
3 2 6 .029
4 2 8 022
S 2 10 016
6 2 12 019
7 2 14 010
8 2 16 .009
g 1 17 .005
) 0.10
% 0.09
g 0.08 1
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= 007T
8 0.06 -
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L 0.051
2 |
g 0.04
e 003T
S oozt
0011
0.00 + + + ¢ + -+ t
1 2 3 4 5 6 7 8 9

QOuter Iteration #

Fig. 3.2.3.18



Network #3(The Texas Network) - SO
Options Closed
Maximum # of Internal Iterations =3

Table 3.2.3.21
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CPU =169.986 seconds

Outer Required ¥ Sum of Internal Convergence
Iteration of Internal Iterations Measure
Iterations

1 3 3 133
2 3 6 .063
3 3 9 068
4 3 12 .028
5 3 15 .019
6 1 16 .004
2 0.14

®  0.12

o
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Network #3 (The Texas Network) - SO
Options Closed
Maximum #* of Internal Iterations =4

Table 3.2.3.22

CPU =209.103 seconds

Outer Required # Sum of Internal Convergence
Iteration of Internal terations Measure
(terations
1 4 4 141
2 4 8 .063
3 4 12 073
4 4 16 023
5 2 19 014
6 1 20 .002
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Network *#3 (The Texas Network) - SO
Options Closed
Maximum * of Internal Iterations =5

115

CPU =209.528 seconds

Table 3.2.3.23
Outer Required # Sum of Internal Convergence
[teration of Internal terations Measure
Iterations

1 5 5 1563
2 5 10 .059
3 S 15 081
4 2 17 012
5 2 19 011
6 1 20 002
8 0.16

7 0.14]

8 0.12
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0.00
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Fig. 3.2.3.21
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Table 3.2.3.24 - Summary of results for Network 3
(The Texas Network)
System Optimum - Options Closed

Maximum CPU - Time Total Number of Internal
Number of] (Seconds) Iterations required for
Internal Convergence
[terations

1 253.871 27

2 356.381 39

3 403.483 44

4 324542 35

5 469.369 51
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3.3 Summary of Results

The first important observation is that convergence was reached in all
tests conducted, on all networks and for both traffic assignment rules. As
mentioned in Chapter two, the diagonalization algorithm is not based on a
mathematical programming formulation, but rather on an iterative process,
where if convergence is achieved, the solution is the equilibrium flow
pattern in the network. The necessary conditions for the algorithm to
converge are not yet established; however, some authors have provided rather
restrictive sufficient conditions which, if met, guarantee that the algorithm
will converge. (Dafermos, 1982). The basic condition is that the link
performance functions need to be such that the travel cost of one class
depends mainly on the load of that class on the link. However, this
condition is not likely to hold in the case of cars and trucks sharing the
same right of way. Despite the fact that this condition is not met in this
study, convergence was achieved in all tests, thereby confirming the
applicability of this algorithm in applications involving asymmetric
interactions between cars and trucks on highway links.

The second major objective of this study was to examine possible
shortcuts of the algorithm. The results show that considerable savings can
be achieved by adopting some streamlining techniques. In most of the test
results, using a maximum number of internal iterations of 1, 2 or 3, required
much less computational effort than the original algorithm, as shown in the
summary tables, presented hereafter. Tables 3.3.1 and 3.3.2 refer to the
User Equilibrium assignment and tables 3.3.3 and 3.3.4 refer to the system
optimum assignment rules. In tables 3.3.1 and 3.3.3, the performance of each
of the maximum number of internal iterations for each test is ranked, with
the best ranked first. Additionally, in parentheses, the difference between
the total number of (internal) iterations required for convergence (for each
maximum allowable number of iterations) and the optimum (minimum) total
number of internal iterations obtained for each test is given. Tables 3.3.2
and 3.3.4 present the frequencies of the rank order position that each
maximum allowable number of internal iterations was placed over all the
conducted tests. Since the tests for the large Texas Network (Network 3)
were carried only from 1 to 5 maximum allowable number of internal
iterations, thelr results are considered separately from the tests performed

on Networks 1 and 2, their corresponding frequencies are given in
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parentheses.

The basic conclusion of table 3.3.2, pertaining to the UE results is
that out of nine tests conducted on Networks 1 and 2, using a maximum number
of 2 internal iterations performed best five times, using 3 performed best
twice while using 6 and 1 performed best once respectively. For the two
tests conducted for the large Texas network, using a maximum number of 1 and
2 internal iterations, performed best once each. It can further be observed
that using a maximum number of one internal iteration was ranked second six
times, with a corresponding deviation from the "best" ranging from 1 to 8
total iterations. Overall, it can be observed that using a maximum of only
1, 2 or 3 internal iterations, ylelded results that were ranked in the first
three positions in most of the test cases. When not ranked best, the
deviation (in terms of the total number of iterations) from the "best"
strategy when using a maximum of two internal iterations ranged from 1 to 26
iterations; similarly, the deviation ranged from 5 to 53 iterations when
using a maximum of three internal iterations. The deviations of 26 and 53
were observed in only one experiment. Excluding that experiment, the maximum
deviations observed were 17 and 25 for the 2 and 3 maximum numbers of
internal iterations, respectively. In general, for the higher maximum number
of internal iterations tested, namely from 4 to 10, a range of difference
from the best of 8 to 80 iterations was observed; further details can be
found in Table 3.3.1. Similar results were observed for the SO assignment,
though only 3 tests were conducted for the first two networks and two for
Network 3. Combining all tests together for both the UE and the SO rules it
can still be observed that using a maximum of 2 internal iterations performed
best in most of the cases, followed by 1 and 3.

It can further be observed that although a maximum number of intermal
iterations was specified, internal convergence was attained with a lower
(than that maximum) number of internal iterations after the first few
corresponding outer iterations. However, clear patterns were evident in that
regard with different results for the various tests. By examining the
convergence measure versus the number of outer iterations, it can be seen
that the shape of the curves is different. In some cases, especially for the
lower values of the maximum number of internal iterations, a divergence

pattern was observed in the first few iterations. This was followed by a
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sudden drop toward the convergence target, followed by a long tail until
convergence was reached. This general shape, consisting of a sudden drop,
followed by a long tail, was the general characteristic of all the tests
performed. It can also be noted that those curves are not smooth, and some
"flip-flopping" is observed until convergence 1is reached.

Another factor that was tested in these experiments is the effect of
different capacity levels (1.0C, 0.8C, 0.5C, 4.0C) which effectively
determine the level of congestion in the network, on the performance of the
algorithm. This was tested only on Network 2, for the User Equilibrium
assignment rule only. In the first experiment, where exclusive lane options
were open, the number of total iterations required at level of capacity 4.0C
(1.e. very low congestion levels) was significantly higher than that required
for the other three levels, where no significant differences were observed,
For levels of capacity 1.0C, 0.8C and 0.5C, a maximum difference of 11 total
iterations was observed between these levels for any given maximum number of
internal iterations. However, out of the ten tests, eight at the 4.0C
capacity level exhibited differences (in the number of internal iterations)
ranging between 28 and 69 iterations relative to the other three capacity
levels. A somewhat contradictory result was observed for the second
experiment (no additional lanes open) where the 4.0C capacity level performed
better than the other three in all ten tests (Table 3.2.2.2 ). Additional
experiments may be needed to further examine this aspect.

This algorithm was tested on a CDC 6600 computer, and the CPU time was
recorded for each test. The CPU time 1s directly related to the total
number of internal iterations. The corresponding relationships are presented
in table 3.3.5. For all tests, there is a perfect linear relationship
between the CPU time versus the number of internal iterations. Each
iteration involves solving a shortest path problem for all 0-D pairs,
determining the current move size using the bisection line-search method, and
updating the flows. Therefore, the more O-D pairs and the larger the network
(with regard to number of links and nodes), the higher will be the cost per
iteration., This can be seen in the results from each test network. A marked
difference between Network 3 and the other two networks can be noted in these
results. The cost per iteration for the UE in Network 3 is 7.508 seconds (TM
time), whereas for Networks 1 and 2, it is .292 and .533 respectively. This

is to be expected given the considerably larger size of Network 3 (the Texas
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Network).

While the CPU per iteration was higher for the larger Texas Network, the
total number of iterations required for this network was not significantly
different from network 2, the reduced abstracted version of the Texas
Network. The maximum difference observed between the two networks for the UE
was 12 iterations for the case where additional exclusive lanes were closed
and 8 iterations when they were open. A larger difference was observed for
the System Optimal assignment, where maximum difference of 36 iterations was
observed for the case where the exclusive lane options were open, with
Network 3 converging faster than Network 2.

Another observation is that in all tests, the CPU time per iteration for
the System Optimal (SO) assignment rule was higher than the corresponding
value for the UE assignment. This is due to the more complicated link
functions derived (Appendix A) to adapt the algorithm for solving the SO
problems.

In conclusion, it was demonstrated that considerable savings can be
achieved by using short cut techniques for the diagonalization algorithm.
The so-called "streamlined" version of the algorithm, which uses only 1
internal iteration, as first suggested by Sheffi(1984), was shown to perform
better than the unmodified algorithm and some of the other shortcut values
tested. However, it was not uniformly the best streamlining strategy. 1In
the tests reported in this study, using a maximum number of two internal
iterations performed best in most cases. It is difficult to predict a priori
which one will perform better in a particular situation. For the Texas study
of truck facilities in the highway network, a maximum value of 2 internal
iterations is recommended. This study is concluded in Chapter 4, where a
summary of the overall work is given, followed by the conclusions and

recommendations.



User Equilibrium

Table 3.3.1 - Rank order position of maximum number of internal iterations and relative
difference of the total number of internal iterations from the best one
performed (given in parenthesis)

Maximum  [Network 1 Network 2 Network 3
Number of Options Open Options Closed |Options Options
Internal
Iterations 1.0C1.8C |5C 14.0C|1.0C|.8C |.5C [4.0C |Open Closed
1 1(0) 201) [ 22) | 201) | 7(56)| 28) | 28) | 27) | 3(6) 1(0) 27)
2 2012) 100) | 1(0) | 48) | 3(26)| 10} | 1(0) [ 1(0) | 2(1) 27) 1(0)
3 3zn 5(9) | 3(5) | 10) [ S(53)| 3(15)| 3(9) | 3017 | 1(0) 4(10) 3(17)
4 S5(30) 8L13)| 7014)| 3(6) | 22) | 425)| 413)| 418) | 6(21) 3(8) 5(22)
S 4(29) 3(6) | 6(13)| 4B) | 6(S3)| 6(31)| S(25) | 7(34) | 4(8) 5(12) 4(20)
6 6{46) S(9) | 49) | 59 [ 1(0) | 8(36)| S(25) |[10(51) | S(12)
7 7(SS) 7011) | 815) | 7(13) |10(72) | 7(34) | 6(29) | 6(25) | 4(8)
8 8(66) 6(10) | S(11)| 7(13) | 4(42)| S(26) | 8(46) | 5(24) | 4(8)
9 9(78) 9(15) | 9(16)| B(11)| 9(62) | 7(34) | 7(39) | 8(42)| 4(8)
10 10(80) 48) | 7013)| 7(13)| 8(58) | 9(46) | 9(48) | 9(45)| 4(8)

1¢1
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User Equilibrium

Table 3.3.2- Frequencies of rank order position for each maximum
number of internal iterations with respect to the
performance of each in all tests (the corresponding
results for Network 3 are given in parenthesis)

Maximum
number Rank order position (from 1 to 10)
of internal
iterations | 1 2 3 4 S 6 7 8 9 10
1 (D1 {(1)S 2 1
2 (1)6 |(1)2 1
3 1 1 1(DS (1)1 1
4 11(1) J(D3 1 1 2 1 2
S 2 (1) 1 {1 4 3
6 1 3 1 2 | |
7 ] 1 | 4 ] 2 2
8 1 1 1 2 1 1
9 4 3
10 1 | 1




System Optimum

Table 3.3.3 - Rank order position of maximum number of internal
iterations and relative difference of the total
number of internal iterations from the best one

perfomed (given in parenthesis)

r'laximum Network 1 Network 2 Network 3
Number Options |Options |Options |Options
of Inter. .| Open Closed Open ..|Closed
Iterations
1 2010) 10(19) 2(2) 1(0) 1€(0)
2 1(0) 4(5) 1(0) 3(6) 3(12)
3 3(20) 5(6) 3(10) 2(5) 417)
4 S5(45) 8(15) 413) 4(3) 2(8)
S 4(36) q(17) 7(19) 4(3) 5(24)
6 6(48) 3(4) 8(21)
7 7(67) 2(1) S(19)
8 8(108) 6(10) 6(17)
9 a(122) 1(0) 9(295)
10 10(150) 7(13) 10(48)
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System Optimum

Table 3.3.4 - Frequencies of rank order position for each maximum
number of internal iterations with respect to the
performance of each in all tests (the corresponding
results for Network 3 are given in parenthesis)

Maximum
number Rank order position (from 1 to 10)
of internal
iterations | 1 2 3 4 S 6 7 8 9 10

1 (2) | 2 1

2 2 (1| 1

3 (2) 2 1

4 1 () D1

S 1 1 (1) (1

6 1 2

7 1 1 1

8 | 1 1 1

9 1 1

10 2
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Table 3.3.5 - CPU Vs ITERATION

CPU= a + b*ITERATION

(UE) CPU = 847 + 292¢TER  r=100 .
(50) CPU = 924 + 420%TER r=100 N
(UE) 1.0C CPU = 1435 + 533%TER  r=1.00
(UE) 0.8C CPU = 1268 + 547%ITER  r=.993
(UE) 05C  CPU = 1564 + 527*ITER r=100 NET2
(UE) 40C CPU = 1490 + 526%ITER r=1.00 Options
(S0) 1.0C CPU = 1326 + 760%ITER r=1.00 Open
(UE) 1.0C CPU = 1.443 + 497%ITER  r=1.00
(UE) 0.8C CPU = 1.465 + 497*|TER r=1.00 NET2
(UE) 0.5C CPU = 1496 + 497%ITER  r=1.00 4n4ione
(UE) 4.0C CPU = 1.181 + 498%ITER  r=1.00 jyceq
(S0) 1.0C CPU = 1.792 + 679%ITER  r=1.00
(UE) CPU = 15384 + 7.508%ITER r=1.00 Options
(S0) CPU = 13943 + Q773%ITER r=1.00 Open

: NET 3
(S0) CPU = 10578 + 8953*ITER r=1.00 (Jlosed






CHAPTER 4 CONCLUSIONS AND RECOMMENDATIONS

4 Summary of Conclusions

The basic objective of this study was to investigate the applicability
of the diagonalization algorithm for network assignment with asymmetric
interactions between vehicle classes to the analysis and design Lf truck-
related highway improvements in a statewide network. In particular, it was
intended to test whether this algorithm would converge to the desired
solution in this type of application, as well as to determine shortcut
strategies that would enhance its efficiency and reduce its computational
requirements. These questions were investigated for both the User
Equilibrium and the System Optimum rules of traffic assignment in three
networks.

The algorithm was implemented in the form of two computer programs,
developed for the UE and SO assignment rules, respectively. The algorithm
was tested on three networks, including a medium-sized abstraction of the
Texas network (network 2), developed for extensive testing purposes, as well
as a detailed full-scale Texas network (network 3). The necessary input for
each network, mainly the O-D matrices for both cars and trucks, were
developed, as well as information on each link's characteristics. This study
was conducted in conjunction with the development of an overall design and
analysis methodology (Mahmassani et. al., 1985) for the assessment and
evaluation of truck lane needs and improvements in the Texas highway network.
An accomplishment of this study was the special structure devised to
represent different types of 1link improvements. This representation can
handle not only lane additions to existing links, but also more general
improvements consisting of capacity expansion jointly with operational
strategies in terms of lane access restrictions to either class of vehicles.
As such, one can analyze the effect of exclusive truck lanes, exclusive car
lanes, shared-use lanes, as well as lane use restrictions effecting certain
truck categories. The interaction between the two vehicle classes was
handled through a modification of the BPR curves, as described in Section
3.1.

The results of the tests performed in this study indicated that
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convergence was achieved in all cases, confirming the algorithm's
appropriateness for this type of application. This is an encouraging result,
since the convergence of the algorithm is not guaranteed, as discussed in
Chapter two. Also tested was a streamlined version (Section 2.1) of the
algorithm, as suggested by Sheffi (1984). 1In addition, a more general
streamlining strategy was devised, consisting of varying the maximum
allowable number of internal iterations in the algorithm from 1 to 10. The
tests conducted revealed that for the type of application context under
consideration the use of a maximum number of two internal iterations
performed best in most of the cases addressed. Using one internal iteration
(Sheffi's proposal) followed, consistently ranking as the second best in most
tests, and the best in some. In general, it is not recommended to allow more
than four internal iterations given their poor performance observed in almost
all tests.

Overall, the results are quite positive, since the algorithm performed
well on a large highway network. Using the special structure devised, it can
be implemented to determine flows on the Texas network for both wvehicle
classes, and to further examine the effects of different improvement options.
As mentioned earlier, both the UE and SO assignment rules were tested. While
the user equilibrium principle is recognized as more realistic in terms of
describing individual route choice behavior, thereby making it a more
appropriate descriptive tool than the system optimal model, the latter is
quite important because of its role in network design models, where it is

used to provide a lower bound for the minimum travel time.

4.2 Llimitations and Recommendations for Further Research

This study focused on implementing the diagonalization algorithm to
networks where two classes of users are operating. Therefore the link
performance functions modified for this purpose take into account only two
vehicle classes: passenger cars vs. trucks. A natural extension would be to
explicitly define different truck classes. The principal difficulty in this
regard is empirical, requiring data for calibration. It should be noted in
this regard that the functions used in this study were developed based on
engineering considerations, and intended principally for testing the
algorithm; as such, they are to be used with caution, and should not be

considered as final observationally-based functions. Future implementation
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of the algorithm for actual policy and engineering studies would require
actual observations of traffic interactions of the different vehicle classes
in the traffic stream. Preliminary efforts in this direction are underway in
a Center for Transportation Research study aimed at calibrating travel cost
functions, which explicitly recognize different classes of vehicles, using
available national data collected by FHWA. However, 1t would be highly
desirable to systematically develop such travel cost functions for different
link types in the Texas Network or any other network for which it is intended
to apply the algorithm.

Another important element is the development of the O0-D matrix for the
preliminary Texas Network. As noted, the one used in this study was intended
mostly for methodological development and testing, and not for direct policy
and planning decisions. Additional research is needed to develop more
detailed and representative origin-destination patterns for passenger cars,
commodity flows and truck movement. Some algorithmic approaches have been
suggested in the literature for the development of O-D matrices.
Modifications of these methods for adaptation to the objectives of a
particular application may be useful. Coupled with improved travel cost
functions, the procedures developed and tested in this study can provide a
valuable tool to obtain the distribution of both truck and passenger car
flows (or other different classes that the traffic stream might be divided
into) on the highway links.

Although the algorithm performed well on the tests conducted it should
be noted that further improvements can be implemented. Both programs
developed can be improved for more efficiency, and the design structure of
the network can also be improved. Although the computational time required
for the algorithm to converge seems to be rather encouraging, its use within
a formal network design optimal improvement search technique could be a
burden, given the need for repeated application of the assignment algorithm
(Mahmassani et. al., 1985).

This study was entirely focused on the diagonalization algorithm for
solving for the User Equilibrium assignment problem with asymmetric 1link
interactions. As noted in the introduction, another approach proposed in the
literature is the so-called projection method. This method can also be
implemented and compared to the results of this study. This will provide a

more complete analysis of deterministic algorithmic approaches for solving
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the user equilibrium assignment problem, In addition, one can introduce
stochastic elements in this problem; however, operationally viable approaches

to solve such a problem remain in their infancy at this stage.
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APPENDIX A

DOCUMENTATION OF THE USER EQUILIBRIUM AND SYSTEM OPTIMAL
TRAFFIC ASSIGNMENT COMPUTER PROGRAMS
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In this appendix, a brief description of the User Equilibrium and System
Optimum programs is given. Listings of the computer programs are included in
Appendix C. A description of the input data variables is given in Appendix
B.

A.1. The User Equilibrium Computer Program

The diagonalization algorithm was presented in Chapter two along with
the basic steps of the Frank-Wolfe algorithm, which is a method for solving
problem [2.1.1] of STEP 1 of the algorithm. This iterative procedure is
followed in this computer program,

The iterative process is taking place in subroutine UED, where all
intermediate steps needed for the application of the convex combinations
algorithm are called from the appropriate subprograms.

The initialization STEP 0 takes place from DO LOOP 27 to DO LOOP 29.
All paths at first from all origins to all destinations are assigned the
value of zero. Then all the flows on the links are also initialized to zero
by calling subroutine AONUED. This is achieved with DO LOOP 10 of subroutine
AONUED. 1In addition, DO LOOP 10 assigns all the parameters needed to
calculate the travel cost of each 1link, which is also calculated there.
Subroutine AONUED then calls subroutine SHPUED, which calculates the shortest
path between an origin and a destination. This is continued iteratively to
cover all origins and destinations. Then subroutine AONUED continues to
identify all 1links which are included in each shortest path. Finally, an
all-or-nothing assignment takes place, by assigning the demand of an O-D pair
on the links that are included in the shortest path. The above procedure
takes place in DO LOOP 20, ending STEP 0 yielding a feasible link-flow
pattern vector Xo.

The next step, STEP 1, involves solving problem [2.1.1], also called the
diagonalization step. STEP 1 and STEP 2 are included in DO LOOP 11 in
subroutine UED. Using the link-flow vector X0 subroutine AONUED is called,
which updates the travel cost on each link based on the new link flows, and
again performs an all-or-nothing assignment yielding a set of (auxiliary)
flows Y®. Then subroutine BISUED is called where the move size a, is
determined, which then is used to update the link flows.

Subroutine BISUED uses the bisection method to find the scalar a, which
minimizes the objective function shown in STEP 3 of the streamlined version

of the algorithm. Then the updated flows are checked for convergence; the
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process is continued iteratively until internal convergence is achieved, or a
prespecified number of iterations is reached. This ylelds a link-flow vector
x1. This process is controlled under DO LOOP 14,

Next, STEP 2 of the diagonalization algorithm is performed by checking
the convergence criterion, comparing the closeness of the link-flow vector xt
with x°. If convergence is not achieved, then the process is continued
iteratively under DO LOOP 11 until convergence is achieved or a maximum
number of outer iterations is reached.

The printout of information generated in the intermediate iterations, as
specified by the model user, is controlled by calling subroutine DUMPUED. A
description of the printed output is given hereafter.

First, an "echo check" on the number of 0-D pairs is given. Second, the
convergence criterion required in STEP 2 of the diagonalization algorithm is
printed, followed by the internal convergence criterion required in STEP 1 of
the diagonalization algorithm. The fourth item printed is accuracy of the
move size used in subroutine BISUED, followed by the maximum number of
allowable internal iterations. All the above items are initially specified
by the model user to control the execution of the program.

The second category of information consists of the series of
intermediate iteration outputs as specified in the input data through the
variable DMP. These intermediate outputs contain the following information.

The current iteration number

2. The number of required internal iterations

3. The convergence measure level

4. The passenger car travel time

5. The truck travel time

When convergence 1s achieved or the maximum number of outer iterations
is reached, the auto-link flows and truck-link flows are printed. Also the
volume to capacity ratio 1is given for each link as well as the percent of
trucks, the total AADT and the link identification number. In this output,
only the highway links are presented. The centroid connectors and the access
and egress links are not printed. If it is desired to print the link flows
in the intermediate outputs, then the following line should be deleted from
subroutine DUMPUED:

IF (CONV. GT. EPS) RETURN
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In the next section, the modifications needed for the System Optimum program

are presented.

A.2 The System Optimum Program

This program follows the same procedure discussed in the User
Equilibrium program. The basic difference lies in the specification of the
link travel cost functions. The User Equilibrium uses the actual travel cost
functions, while the System Optimum uses the modified marginal "travel cost"
functions as derived in Chapter 2, given by expression [2.2.7]. The form of
these modified functions, derived for the particular actual travel cost
functions used in this study, is given hereafter.

As presented in Chapter 3, the actual travel cost functions have the
following form: - B1

toa KopoXp) =t | 1.0+ A1(XaA+ = XaT)
aT o Ca

B2 ]
X + E X
= aA
taT (xaA’xaT) tO 1.0 + A2 ( C aT)

a

The modified functions for the SO program then are as follows:

- de_,(X_,,X )
aA‘"aA*™aT
t , =
ah FapoXap) =t XX 1) + X, ax_,
' x dtaT(Xa.AxaT)
aT dx
aA
= t

an Ko Xp) +

\B1
X . AN/
aA 1 Bl-1
tto X, + to(——Bl—l)(_Ca) . (XaA +E. xaT)

e ox X“iT A2 1 B2 'B2-1
o “aT + % “B2-1 '\ T ' (XaA +E. XaT) - B

= taA (xaA, xaT)+
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1 1

+t , X X.) .X, . +
aA “"aA’ TaT aA . * Bl-
Xa+E.X_ ' B
e Kopr Xgp) - X0 3 lE X " Bgl
aa T E - X,p -

This expression 1s used in subprogram FUNCTION COSTFN. This is the only
substantial change from the User Equilibrium program. Some minor changes
which might be observed do not affect any of the steps of the diagonalization
algorithm, The output has the same form as that used in the User
Equilibrium. A listing of the two computer programs is included in Appendix
C. Program UETRDIA refers to the UE computer program and program SOTRDIA
refers to the SO computer program. A sample of the output is also included

in Appendix C.
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Description of Sample Network
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In this appendix, a small network is generated in order to provide an
illustration of the required data needed for running the programs described
in Appendix A. In addition to this, a description is given, (in connection
with the network design methodology) of the network structure chosen to
represent the different options that the proposed model can handle. In
section B-1 a listing of the input data for Network 2 is given. In Section
B.2 a description of the data base development of Network 3 (the large Texas
Network), is also provided. Following, the network inputs are described.

A graph representation of the example network is shown in Fig. (B-1).
The origins and destinations (centroids) are represented by a square whereas
nodes where no flow is generated or destinated to, and which serve as link
start and end nodes, are represented by a circle. As mentioned previously,
the traffic stream is divided into passenger cars and trucks. In Fig. (B-1)
numbers 1 to 12 represent the passenger car network, whereas the truck
network, which is a replica of it, is denoted by numbers 13 to 24. Note that
these two networks are a conceptual representation of the common physical
highway network shared by the two vehicle classes.

Nodes 1, 2 and 3 represent the origins of the passenger cars and nodes
4, 5 and 6 represent the destination. Links 1-7, 2-9, and 3-11 represent the
centroid connectors for passenger cars. Links 4-7, 5-9, 6-11 and 7-4, 9-5,
11-6 represent the access and egress links of the passenger car network
respectively. Links 7-9, 9-11, 11-7 and 9-7, 11-9, 9-7 represent the
physical links of the network. Links 7-9, 9-10, 7-12 and 8-7, 10-9, 12-7
represent dummy links which act in an on and off operation by assigning a
zero or very high cost respectively, thus traffic is either allowed to enter,
or not to enter this link. Links 8-9, 10-11, 11-12 and 9-8, 11-10-12-11
represent improvements of the physical links in form of a lane addition. The
truck network follows the same structure, with the corresponding numbering as
listed below,

Origins: 13, 14, 15

Destinations: 16, 17, 18

Physical links: 19-21, 21-19, 21-23, 23-21, 23-19, 19-23
Dummy links: 19-20, 20-19, 21-22, 22-21, 19-24, 24-19
Improvement links: 20-21, 21-20, 22-23, 23-22, 23-24, 24-23
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For the network design purposes, the following link numbering is used:
Physical links (cars): 1,2,3 in one direction
Physical links (trucks): 10,11,12 in one direction
Physical links (cars): 19,20,21 in opposite direction
Physical links (trucks): 28,29,30 in opposite direction
Dummy links (cars): 4,5,6, in one direction
Dummy links (trucks): 13,14,15 in one direction
Dummy links (cars): 22,23,24 in opposite direction
Dummy links (trucks): 31,32,33 in opposite direction
Improvement links (cars): 7,8,9 in one direction
Improvement links (trucks): 16,17,18 in one direction
Improvement links (cars): 25,26,27, in opposite direction
Improvement links (trucks): 34, 35, 36 in opposite direction

Under the above description of the network, the following options of
link improvements can be achieved:

Option 1: Open a new lane for both cars and trucks. Assign zero cost to both
car and truck dummy links.

Option 2: Open an exclusive lane for cars. Assign a zero cost to the dummy
link for cars and a very high cost to the dummy link for trucks.

Option 3: Open an exclusive lane for trucks. Assign a very high cost to the
dummy link for cars and a zero cost to the dummy link for trucks.

Option 4: Divide the truck and car traffic. Assign a high cost to the
physical links for both car and truck links, and assign a zero cost
to the dummy links of both classes.

Option 5: Restrict cars from using some lanes of the road. Assign a high
cost to the car physical link and assign a zero cost to both dummy
links for cars and trucks respectively.

Option 6: Restrict trucks from using some lanes of the road. Repeat same
policy of option 5 in the reverse form.

It should be noted that the capacity of the links to be improved,
employing any form of the above mentioned options, should change accordingly.
Also, any combination of the options can be used in the network model design.

Following, the input data are given for the sample network as they appear

in the User Equilibrium and System Optimum Programs, presented in Appendix A.

READ INTI, EPS, CCINTI, ACCBIS

where



144

INTI is the maximum number of internal interations; used in subroutine

UED, referring to STEP 1 of the diagonalization algorithm.

EPS is the convergence criterion, referring to STEP 2 of the algorithm

CCINTI is the convergence criterion used as a measure for solving STEP

ACCBIS is the accuracy of the move size, used in subroutine BISUED
calculated in STEP 1 of the algorithm.
The measure used for both EPS and CCINTI is the following:

I
rek ] ] < EPS or CCINTI. Vi
i
where X?+1 and X? denote the updated flows on link i of iteration (n +

1) and the flow of iteration (n) respectively, and

A represents the total number of links.

In this study INTI ranged from 1 to 10 iterations, EPS and CCINTI had a
value of .005 respectively and ACCBIS had a value of .00005.

READ NARC, NCENT, NNODA, NNODT, NOD, NDMP
where NARC is the total number of arcs
NCENT is the number of centroids
NNODA is the number of passenger car nodes plus one
NNODT is the total number of nodes plus one
NOD is the number of O-D pairs
NDMP is the number of printed iterations for the output,

For the sample network the above variables have the following values.
NARC = NCENT x 3x2 + 9x4 = 54
NCENT = 3
NNODA = 12+1 = 13
NNODT = 24+]1 = 25
NOD = 2x6 = 12
NDMP = any number of intermediate iterations one wishes to have

on the output



READ

where

where

READ

where

ALP(I), BET(I), ALP1(I), E(I)
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ALP is the a parameter in the travel cost values

BET is the b parameter in the travel cost function.

ALP1 is used for the single class User Equilibrium program; not

needed in this study.

E is the passenger car equivalent parameter used in the travel

cost functions.

DMP(I)

DMP is an array of the intermediate iterations one wishes to be

printed in the output.

The maximum number is controlled by NDMP.

TOO(I), L(I), C(I), UEL(I), TYP(I), T(I), LINK(I), RL(I)

TOO(I) is the end node of each link.

The start node of each link.

The start node of each link is represented by a forward star array j.

An example is given below using the sample network.

Start Node

Cars

WO WOWWOWO OSSN SNIN NP W

Trucks

End Node

Cars Trucks

-

-t

=
U100 ~J1O~I N 1O 00 £ O~ H O~

Forward Star
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It should be noted here that the order in which the car node end
array is set should be followed symmetrically with the corresponding truck
node end. The forward star array always starts with number one. The start
nodes should be followed sequentially. If a number is missing from the
sequence, then the last number that was calculated in the forward star array
appears one more time. If many numbers are missing in sequence, then the
last number appears as many times as the sum of the missing numbers and the
forward star continues to calculate all the remaining start nodes. Taking
the forward star array, one should be able to extract the end nodes that
correspond to the start nodes of all links of the network. This is achieved
by subtracting two sequential numbers of the forward star vector, where their
difference corresponds to the number of links the start node is connected to.
If the difference is zero then that particular start node is not included in
the network. The last number of the forward star vector should be the number

of links plus one.

L(I) is the link length array

C(I) is the link capacity array

VEL(I) is the free flow speed

TYP(I) is the I value which corresponds to the ALP(I), BET(I) and
E(I) arrays for each link. This value is a function of the capacity
of the link and the free flow speed.

T(I) is a zero-one variable which controls the interaction between
cars and trucks. If there is an interaction then both car and truck
links have a value of one. If there is no interaction then the truck
link takes the value of zero. T(I) appears in the cost functions.
LINK(I) is the array of the numbers assigned to each link as
explained earlier.

RL(I) is an array which takes the value of zero, one and a very high
value, assigning no cost, the travel cost or a very high cost

respectively to each link as desired.

READ TOD(I), AMT(I)

where
TOD(I) is the array of the destinations of the 0-D matrix AMI(I) is
the demand for each O0-D pair.
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READ ODLK(TI)

where  ODLK(I) is the forward star array of the origins of the O-D matrix.

READ FS(I)

where FS(I) 1is the forward star array of the start node of the links as

glven in the example earlier.

The input data of network 2 are listed hereafter.
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APPENDIX B.2
DATABASE DEVELOPMENT FOR NETWORK 3 (THE TEXAS NETWORK)
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A major task of this study was to test the diagonalization algorithm on
a large scale network, in view of its applicability to analyze truck-related
improvements to the Texas highway network. The development of the database
needed to perform the traffic assignment using the diagonalization algorithm,
as modified for two classes of users, is described below.

The first step in the development of the database was to represent the
Texas highway system in network form. The road segments are represented with
links whereas the intersection of road segments are represented with nodes.
The sources of attractions (destinations) and productions (origins) are
represented with centroid nodes, which serve both as origins and
destinations. The link characteristics were identified and coded, and an 0O-D
(origin-destination) matrix was generated for each class to test the
algorithm.

Since the test was concerned with trucks, a separate class of users, in
addition to passenger cars, the network developed had to include those links
where truck traffic would be considered significant either presently or in
the future. Thus as a first basis, links were included in the network if
they experienced truck traffic in excess of 200 maximum hourly flow. This
information was obtained from the HPMS (Highway Performance Monitoring
System) data files for the year 1982. Additional information on the
methodology for obtaining these data can be found in Mahmassani et. al.
(1985). The following information could also be identified from the HPMS
data file: speed limit, number of lanes, route number, route classification
(freeway, rural arterial, urban arterial) and the HPMS highway section. 1In
addition, several other links were included in the network, either to ensure
connectivity or because they were judged to be potentially significant for
future route shifting.

Having identified the appropriate highway sections to be included, the
next step involved specifying the link in the corresponding network
representation. It is desirable for such a link to comprise sections
exhibiting the same basic characteristics, mainly: speed limit, number of
lanes, and route classification. In most cases, a link was defined as the
highway segment between two nodes; a node was defined at the intersection
between two highways or at the point where the characteristics of a given
highway segment were changing. It should be noted that some of the links

ultimately specified are not homogenous throughout their length, meaning that
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the characteristics mentioned above are not the same for all highway sections
comprising the link. In those cases, the most critical sections governed the
characteristics of the link. The primary reason for not breaking the link
into several component links was concern for the size of the network and the
interest to simplify non-essential detail. Having specified the links and
nodes of the network, the length of each link was measured. It should be
noted here that the HPMS links are not the same with the ones developed. A
link of the developed network may include several HPMS links or it may be
part of an HPMS link. The length was measured using a set of detailed
highway maps which included the section identification number.

The resulting network was completed by including the dummy nodes and
links and the auxiliary links necessary for the representation of link
improvements in terms of capacity expansion (lane addition) and/or lane
access restrictions to either of the two vehicle classes. A more detailed
description of the representation of the link improvements was given earlier.

The last step involved the development of the O-D matrix for each of the
two classes under consideration, the passenger car O-D matrix and the truck
0-D matrix. A total of 14 centroids of trip attractions and productions, for
both user classes, were defined, corresponding to the major urban areas in
Texas. It can be noted that this matrix provides a rather coarse aggregation
that may not accurately convey the detailed spatial patterns of productions
and attractions that generate Texas highway traffic. Therefore, it is not
intended in its current form for accurate forecasting in the context of
policy planning decisions. Future studies can develop more accurate and
detailed O-D matrices for the two major vehicle classes of vehicles in the
traffic stream, and the diagonalization algorithm can be used to distribute
the flows, permitting the comparison of the resulting flows with observed
flows. At this stage, the developed O-D matrices were intended to test the

diagonalization algorithm on a large network.
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PROGRAM UETRDIACINPUT, OUTPUT, TTY, TRPE 1=| NPUT, TRPE4=OUTPUT,
STAPES=TTY)
COMMON /ENR/ NFL1, INT!,EPS,CCINTI,ACCBIS
COMMON /COM4 /URLUEUP, NARC, L INK, ARDT , UCRT , TRUP
COMMON /RRCOT/ TOO,L,C,VEL,FL,COST,T,RL
COMMON /0DOT/ TOD, ANT
COMMON /FST/ FS
COMMON/00L/ 0OLK
COMION /DIPDT/ NDMP, DIV
COMMON /ALBET/ ALP,BET,ALP1,TVYP,E
REAL L(4000),C(4000), VEL(4000), FL(4000 >, COST(4000), ATC500),
*TITLE(20), ALPC17), BETC 17), ALP 1€ 17),EC17), RL(4000),
$TRUP(4000), RRDT (4000, UCRT (4000, EPS, CCINT 1, ACCBIS, NFL | ¢4000)
INTEGER TDOC4000), TOD(4000), FS¢2002),00LK(B01), DHPCS0), TYP(4000),
$7¢4000), L INK¢4000)
READC 1, 106)INT I ,EPS,CCINT!, ACCBIS
106 FORMATC12,3F 10.5)
READC 1, 108) NARC, NCENT, NODR, NNODT, NOD, NDI¥P
108 FORMAT(B14)
DO 26 I=1,17
READC 1, 109> ALPC1),BETCI ), ALPIC1),ECI)
109 FORMAT(4FS.3)
26 CONTINUE
HRITECS, ®)ALPC1),BETC 1), EC1)
HRITEC4, 1)
1 FORMAT(T20, *USER EQUILIBRIUN ASSIGNMENT - PSU')
DO 20 i=1,NDHP
RERDC1, 1115 DMPCI )
111 FORMATC12)
20 COMTINUE
DO 21 I=1,NARC
READC 1, 100 TOOCIY,LCIY,CC1 Y, VELCTY, TYPCI ), TCI ), LINKCI D, RLCI D
100 FORMATC I4,F5. 1,F6.1,F3.0,212, 14,E7.0)
21 CONTINUE
HRI TECS, * STODCNARC >, LCNARC ), CCKNARC ), VEL (NARC ), TYPCHARC ), TCNARC ), L I MKCHARC )
,ALCNARC )
HRITE(4,7> NOO
7 FORMATC *© ® OF 0D PRIRS =*, 16)
IF (NOD.EQ.0Y 60 TO 10
DO 22 I=1,NOD
READC 1, 101 TOOCI >, ANTCI )
101 FORMAT( 14,F8.0)
22 CONTINUE
NCNT 1=NCENT+NNODR
DO 23 I=1,NCNT1
READC 1, 102> ODLKCI)
102 FORMATC14)
23 CONTINUE
DO 24 1=1,MNODT
RERDC 1, 102 FSCI)
24 CONTINUE
HRITECS, % NNODT , NCNT 1
HRITECS, * YODLK(NCNT 1)
10 WRITE(4,9) EPS,CCINT!,ACCBIS, INTI
9 FORMAT(/'  COMVERGENCE CRITERION =',F?.4/
$ *  [NTERNAL COMVERGENCE =',F7.4/



$ ) ACCURACY OF MOVE SIZE =',E18.9/
$ ) INTERNAL | TERATIONS
IF CNOD.NE.O> CALL UEDCNNODA,NNODT, NOD, NCENT, I TER, I TERIN)

STOP
END

SUBROUT INE UEDCNNODR, MNODT , MO0, NCENT , I TER, I TERIN)

=) 14)

COMMON /ENR/ MFL I, INTI EPS,CCINTI ,ACCBIS
CoMMoN /ARCDT/ TOO,L,C,VEL,FL,COST,T,RL

COMMON /0DOT/ TOD,AMT
COMION /DMPDT/ MOMP, DIP
COMMON /FST/ FS

COMMON /0DL/ ODLK

COMYION /RLBET/ ALP,BET,ALP1,TVP,E
COMMON /COM4 /URLUEUP, NARC, L |NK, ARDT , UCAT , TRUP
REAL L(4000,C(4000),VEL(4000),FL(4000),COST(4000),ANT(S00)
* NFLC4000), ALPC17),BET(17),ALP1¢1?),EC1D)
$,RL(4000), TRUPC4000 ), AADT (4000, UCRT (4000, EPS, NFL | (4000, CCINT | ,ACCBIS
INTEGER TOO(4000), TOD(4000), FS¢2002),00LK (8015, DHP(30), TYP(4000),

$7(4000),L1MK<4000), INT|

30

13

14
13

DO 30 I=1,NARC
NFLICI )=0.

CALL AONUEDCFL , NNODA, NNODT , MOD, NCENT )

DO 29 I=1,MARC
NFLIC1 >=FLCI)
COMT INUE
FOBJ=0
CONV=2 . %EPS

HRITECS,*40HINITIAL IZAT 10N COMPLETED

| TER=1
1TOT=0
ITERIN=1
J=1i

CALL DUMPUED(ITER, ITERIN,CONV,FOBJ, 1 TOT ,EPS, NMODR, NCENT )

DO 11 I=ITER,30
ITER = |
DO 14 11=1,INTI
ITERIN=1 |

CALL AOMUEDCMFL , NNODA , NHODT , NOD , NCENT )

CALL BISUED(NFL)

CONVI=0.

D0 13 Ni=1,NARC
XHI=ABSCNFLCNI >-NFLICNI DY)
IF(XNI .EQ.0. %60 TO 13
Di=NFLINID

IFCDI .EQ.0.0I=NFLICNI D
CONU=CONVI+XN| /D)

NFL I (N1 =HFL(NID

CONT INUE
CONVI=CONV I /FLORT (NARC )
IFCCONJE.LT.CCINTI G0 TO 15
CONTIHE

CONU=0

ITOT=ITOT+ITERIN

FOBJ=0,

DO 20 N=1,MNARC
XN=FBS(NFL(N)-FL(N))
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IF (XN.EQ.0.> GO TO 20
D=NFL(N)
IF (D.EQ.0.) D=FL(N)
CONU=CONU+XN/D
FLCN>=NFLCN D
20 CONTINUE
CONV=CONY /FLORT (NARC )
IFCCONU.LT.EPS) GO TO 12
IFCITER.EQ.25) GO TO 12
IFCOMP(J).EQ. ITER) GO TO 22
60 TO 11
22 CALL DUMPUEDC I TER, I TERIN, COWY, FOBY, I TOT, EPS, NHODA, NCENT)
Jat1
11 CONTINUE
12 CALL DUMPUEDC I TER, ITERIN,CONY, FOBY, | TOT, EPS, NNODR, NCENT )
RETURN
END

SUBROUT INE AONUEDCNFL , NNODA, NNODT , NOD , NCENT )
COMMON /ARCDT/ TOO,L,C,VEL,FL,COST,T,AL
COMMON /ENA/ NFL1, INTI,EPS,CCINTI,ACCBIS

COMMON /000T/ TOD, AMT
COMMON /FST/ FS
COMMON /00L/ ODLK
COMMON /ALBET/ ALP,BET,ALP1,TYP,E
COMMON/COM4 JURLUELIP, NARC, L | NK, ARDT , UCRT , TRUP
REAL L(4000),C(4000), VEL(4000),FL(4000),COST(4000), AMT(500)
% NFLC4000),SP<20015,ALP(17),BET(17),ALP1(17),EC17)
$,RL(4000), ARDT (4000 ), UCRT(4000 >, TRUPC4000, EPS, NFL 1 (4000, CCINT1, ACCBIS
INTEGER T0OO(4000), TOD(4000),FS(2002,00LK(8015, PRED(2001),
$TYP(4000), T(4000), L INK(4000), INTI
WRITE(S, * MOHENTER A-0-N
DO 10 N=1,NARC
A1=ALPCTYP(H))
B1sBET(TYP(N))
E1=ECTYP(ND)
IFCN.LE.MARC/2) THEN
K=NARC /241
NFLCN =0
NFLCK =0
C1=CIND
C2=CCK)
FLA=NFL 1 (N)
FLT=FL(K)
T1=T(N)
T2sTCK)
ELSE
K=H-NARC /2
NFLCK =0
NFLCND=0
C1=C<K)
C2=C¢N)
FLA=FL(K)
FLT=NFL I (N)
T2eTCK)
T1=T<N)



ENDIF

10 COST(N>=TRCOST(L<N>,C1,C2,VELC(N),FLA,FLT,A1,B1,E1,T1,T2,RL(ND)

=1
M=
KK=NCENT
NNT=NNODR
60 T0 2
3 | 1=MNO0DA
NNA=NHODA
KK=NNODR+NCENT- 1
NNT=NNOOT
200 20 I=11,KK
| 1=0DLKC 1 )
12200LKC 141)~1
IF (11.6T.12) 60 TO 20
CALL SHPUEDC| ,PRED, SP,NNA, NNT)
DO 30 K=I1, 12
J=TOOCK )
60 J1=PRED(J)
IF (J1.EQ.0) GO TO 30
N1sFSCJ1)
N2=FS(J1+1)~1
DO 40 N=N1,N2
IF CTOOCNY.EQ.J) 60 TO S0
40 CONT INUE
S0 NFLCN=HFL (N +ANT (KD
J=di
60 TO 60
30 CONTINUE
20 CONT INUE
IFC11.EQ. 1> 6O TO 3
HR I TECS, % J40HLEAVE A-0-N
RETURN
END

SUBROUT INE B1SUEDCHFL)
COMMON /ENA/ NFLI, INTI EPS,CCINTI,ACCBIS
COMMON /COt4 /UALUEUP, NARC, L INK, RADT , UCRT, TRUP
COMMON /ARCOT/ TOO,L,C,VEL,FL,COST,T,RL

COMMON /FST/ FS
COMION /ALBET/ ALP,BET,ALP1,TYP,E

REAL L(4000),C(4000>, VEL(4000),FL(4000),C0OST (4000, NFL<(4000),

$ALP(12),BET( 17),ALP1(1?),EC 1?5, RL(4000),

$TRUP(4000 ), AROTC4000), UCRT (4000, EPS, NFL | (40007, CCINT1,ACCBIS
INTEGER TOO(4000),FS(2002), TYP(4000), T(4000),L INK(4000), INTI

WAITECS, * M40HENTER B|SUED
AtH=0

ANX=1
10 AMD=CAMX+AMN ) /2
IF CCRMX-AMM) .LE.ACCBIS) G0 TO 20
D=0
DO 30 N=1 NARC/2
X1=FL | (N CWFLCND-IFL | (HD R0
R1=ALPCTYP(ND)
B1=BET(TYP(N))
E1=E(TYP(N))
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KeMN+NARC /2
C1=CCND
C2=C(K)
FLAFLCN)
FLT=FL(K)
Ti=TCN)
T2=T(K)
CSTI=TRCOSTCLCNY,CY,C2,VELCH), X1,FLT,A1,B1,E1,T1,T2,RL(ND)
XZ=NFL | (K HA0* (NFL CK >-NFL 1 <KD)
A2=ALPCTYP(K))
B2=BET(TYP(K))
E2ECTYP(K))
CST2=TRCOSTCL(K,C1,C2, VEL(K),FLA, X2,A2,B2,E2, T2, T1,AL(K))
30 O=D+CST 1#(NFLCND-NFLI (N) WCSTZRCNFLCK -NFLICK))
IF <D.GT.0.) AMX=AMD
IF <D.LE.O.) AMN=RID
60 TO 10
DO 40 N=1,NARC
NFLCN I=NFL | (N +AMD*CNFLON-NFL I CND)
R I TECS, * 40HLERVE BISUED
RETURN
END

38

FUNCT ION TRCOST¢D,C1,C2,VEL,FLA,FLT,AR,B,E,T1,T2,RL)

TRCOST=0ARL AJEL

IF <C1.NE.O.AND.C2.ME.0.)
$TRCOST=TRCOST*( 1. +A%(FLANT 1 /C1+EWFLT*T2/C2 48 )

RETURN

END

SUBROUT INE SHPUED(R,PRED, SP,NNA,NNT )

THIS SUBROUTINE COMPUTES SHORTEST PATHS FROM R TO ALL OTHER NODES.
mPFEﬂ(lg cmmlams PREDECESSOR OF NODE |, SPCI)> CONTRINS LENGTH OF
T t.

COMMON /ARCOT/ TOO,L,C,VEL ,FL,COST, T, AL
COMMON /FST/ FS
COMMON /CONM4 /VUALUEUP, NARC, L INK, ARDT , VCRT, TRUP

REAL L(4000),C<4000),VEL(4000), FLC4000 ), COST(4000),SP(2001)
$,RLC4000), TRUP(4000 ), AROT (4000 ), UCRT (4000 )
INTEGER, TOOC4000 ), FS(2002),PRED(2001), CLC20015, T(4000), L INK(4000),

WRITE(S, *>40HENTER SHPUED
DO 10 I=MNA, MNT
$P(1m=1,E20
PRED( | =0
10 CLCH =0
SP(R =0
CLCR =T+
1=R
NT=R
20 |A=FSCI+1)-1
8=5P(1)
IA1=FS(1)
IF <IA1.GT.IR) GO TO 30



DD 40 IR=IA1, IR
K=TOOC IR)
SO=S+COSTC IR)
IF (SD.GE.SP(K)) 60 TO 40
PREDCIK )=
SP(K )=S0
IF ¢CLCK)) 50,80, 40
60 CLNT =K
NT=K
CL CK d=liT+1
60 TO 40
50 CLCKD=CLCI)
CLC| 3K
CONT I NUE
ICL=CLC 1)
CLC | d=m1
I=IEL
IF ¢I.LE.NNT) GO TO 20
HRITECS, * MOHLEAVE SHPUED
RETURN
END

SUBROUT INE DUMPUEDC | TER, I TERIN, CONV, FOBJ, | TOT, EPS, NNODR, NCENT )
COMMON /ARCOT/ TOO,L,C,UEL,FL,COST,T,RL
COMMON /FST/ FS
COMMON /ALBET/ ALP,BET,ALP1, TVP,E
COMMON /COM4 JURLUEUP , NARC, L IMK, RRDT , UCRT , TRUP
REAL L(4000),C<4000,VEL(4000),FL(4000),COST(4000), NFL.(4000)
* ALP(17),BETC17),ALP1¢17),UCRT(4000),E( 17, TRUP(4000),
$AADT (4000, RL(4000)
INTEGER TOOC4000),FS¢2002), TYP(4000),UC 1(4000),YC2¢4000, T(4000),
$L1NKC4000 ), LL |MK(4000 )
HRITE(S, * 4OHENTER DUMP
HRITE(4, 101> ITER, ITERIN, ITOT
101 FORMATC//'NO. OF ITERATIONS = ' 16/
* ‘NO. OF INT. ITERATIONS= '|6/
$ ‘TOTAL MO. ITERATIONS= ‘16)
K=0
VALUEUP=0
NHOD 1=NNODR-~ 1
HNODMC=2*NCENT+ 1
60 TO 4
S NNODHC=NNODMC +NNODA- 1
RUTOTT=UALUEUP
HRITECS, * AUTOTT , YALLEUP
NNOD 1=2%NMOD 1
4 DO 10 1=NNODMC,NNOD 1
J1sFSCI)
J2=FSC141)-1
IF ¢J1.6T.42) 60 TO 10
DO 20 J=J1,J2
IF (TOOCJ).LT.NNODMCY 6O TO 20
KK+ 1
HFLCK X=FLCJ)
LL INKCK =L INKCJ)
UCRT (K =FL(J 3 /CCJ)D
UC1CK )=

88
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UC2¢K =T00¢J)
A1=ALP(TYPC(JD))
B1=BET(TYP(J))
E1=E(TYP(JD)
IF ¢J.LE.NARC/2) THEN
KLIM=J+NARC /2
Ci=C{J)>
Ca=C(KLM)
FLA=FL.(J)
FLT=FL{KLM)
Ti=T())
T2=TCKLM)
UCRTCK d=FLA®T 1 /C14E I%FLT*T2/C2
ARDT CIC=FLART HFLT*T2
TRUPCK »=FLT*T2*100. /ARDT(K )
IFCAADTCK > .EQ.0. YTRUPCK) =0,

KLM=J-NARC /2

Ci=CCKLMD

C2=C(J)

FLA=FL(KLH )

FLT=FL(J)

T2=T(KLH)

T1aT<J)

UCRT (K =FLAT 1/C 14E I%FLT*T2/C2

ARDT (KO=FLAFT 1+FLT*T2

TRUPCK )=FLT*100. /ARDT(K )

IFCARDTCK).EQ.0. > TRUP(K)=0,
ENDIF

CST=TRCOST(L(J),C1,C2, VEL(J), FLA,FLT, A1,81,E1,T1,T2, RL(UY)
URLUEUP=URLUEUP+CSTHFL(J)
20 CONTINUE
10 CONT INUE
HRITECS, * X, RROTCK ), CST, FL(J2)
IF <NNOD1.EQ.MMODR-1> GO TO S
TRUCKTT=URLUEUP-AUTOTT
WRITEC4,2) ITER,CONV, UALUEUP , AUTOTT, TRUCKTT
2 FORMAT(/' AFTER *,13," ITERATIONS: '/

ELSE

* ) CONVERGENCE MERSURE =’ F?.4/

* ) TOTAL TRAVEL TiME =’ E23.19/

s ) AUTO TRAVEL TIME =' E25.19/

$ ) TRUCK TRAVEL TIME =* ,E23.19///)

WRITECS, * MOHLERVE DUMP
IF(CONV. GT . EPS JRETURN
RETURN

HRITEC4, 113)

113 FORMAT(32X, 'ORIG* ,2X, ‘DEST’ )
WRITEC4, 112>

112 FORMATCLINK NO.*,5X, "FLOW’ ,4X, 'U/C RATI0",2X, 'NODE’ ,2X,
4'NODE*,2X, " $ TRUCKS',2X, 'AROT",3X, 'LINK 1D')

WRITEC4, 114)
114 FORMATC" ' BX, ———"dX, 12X, ——— 2, ——"
"21, o__._____o,zx,n |'3x,o l)
D0 23 |=1,K
WRITEC4, 102> | ,NFLCID,UCRTCI 2, UC1C1 >, UC2¢1 ), TRUPCI ), ARDTCI)
$,LLINKCD

102 FORMAT(15,F13.0,F10.0,217,2F9.0,18)
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23 CONTINUE
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PROGRAM SOTRDIACINPUT,OUTPUT, TRPES=INPUT , TRPEG=OUTPUT )
COMMON /ENR/ NFLI, INTI,EPS,CCINTI,ACCBIS

COMMON /COM4 /URLUE 1, NARC, L |NK, RRDT , UCRT

COMMON /RRCOT/ T0O,L,C,VEL,FL,COST,T,RL

COMMON /0DOT/ TOD, AT

COMMON /OMPOT/ NOHP,DIP
COMMON /RLBET/ ALP,BET,ALP1,TVP,E
REAL L(4000),C(4000), VEL.(4000), FL (4000), COST(4000), AHT(2000),
*TITLEC20),ALPC 17, BETC 1), ALP1¢17), EC 17, RLC4000),
$TRUP(4000), RROT(4000), UCAT(4000),EPS, CCINTI ,ACCBI S, NFL1 ¢4000)
INTEGER TOO(4000), TODC2000), FS(2002), 00LKC 1501), DHPC30), TYPC4000),
$T¢4000), LINK(4000)
RERD ¢S, 108)INTI ,EPS,CCINTI,ACCBIS
106 FORMAT(12,3F10.5)
READCS, 108) NARC, NCENT, NNODR, NNODT , NOD, NDIP
108 FORMAT(G14)
DO 26 =1, 17
READCS, 109) ALPCI),BETCI),ALP1C1),ECI)
109 FORMAT(4FS.3)
26 CONT INUE
HRITECS, 1)
1 FORMATCT20, 'SYSTEM OPTIMUM  ASSIGNMENT -UT')
DO 20 =1, NOMP
RERDCS, 111) DIPCI)
111 FORMATC12)
20 CONTINUE
DO 21 I=1,MARC
READCS, 1005 TOOCIY,LC1),C<1),VELCT), TYPCI ), TCI ), LINKCI ), RLCT D
100 FORMAT(I4,FS.1,F6.1,F3.0,212, 14,E7.0)
21 CONTINUE
HRITECS, 7> NOD
7 FORMATC *  ® OF 0D PAIRS =',16)
IF (NOD.EQ.0) GO TO 10
DO 22 I=1,NOD
READCS, 1013 TODCI ), AMTCI )
101 FORMATC14,F8.0)
22 CONTINUE
NCNT 1=NCENT+HNODR
DO 23 I=1,NCNT1
READCS, 1025 ODLKC| )
102 FORMATC14)
23 CONTINUE
DO 24 I=1,NNODT
READ(S, 102) FSCI)
24 CONTINUE
10 WRITE(S,9) EPS,CCINTI,ACCBIS, INTI
9 FORMATC/'  CONVERGENCE CRITERION =',E2S. 19/
$ ' INTERMAL COMVERGENCE =',E25.19/
$ * ACCURACY OF MOVE SIZE =',E2S.19/
$ *  INTERMAL ITERATIONS =, i4)
IF (MOD.NE.O) CALL SODCNNODR,NNODT,NOD, NCENT, I TER)
STOP
END
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SUBROUT INE SODCNNODA, NNODT , NOD, NCENT, | TER)

COMMON /ENR/ NFLI, INTI,EPS,CCINTI,ACCBIS

COMMON /RRCOT/ TOO,L,C,VEL,FL,COST,T,RL

COMMON /0DDT/ TOD, AHT

COMMON /DMPOT/ NOIP, DIP

COIMION /FST/ FS

COMMON /0DL/ ODLK

COMMON /ALBET/ ALP,BET,ALP1,TYP,E

COMMON /COM4 /URLUE 1, NARC, L INK,, RRDT , UCAT

REAL L(4000),C<4000), VUEL(4000),FL(4000),COST(4000), AHT(2000)
*, NFLC4000), ALP 17, BETC 17, ALP1¢17),EC17)
$,RL(4000), TRUP( 4000, AROT(4000 ), UCRT (4000, EPS, NFL 1 (4000,CCINT| ,ACCBIS
INTEGER TOO(4000), TOD(2000),FS¢2002), 00LKC 15015, DNPCS0 ), TYP(4000),
$T(4000), L INK(4000), INTI

DO 30 i=1,NARC

30 NFLIC1)=0.

CALL AONSODCFL, NHODA, NMODT , NOD, NCENT )
DO 20 I=1,NARC

NFLIC) 3=FLC 1)

CONT INUE

FOBJ=0

CONU=2 . %EPS

| TER=1

I TERIN=1

ITOT=0

Jui

CALL DUMPSODCITER, ITERIN, ITOT,EPS, CONY, FOBJ, NNODA, NCENT )
DO 11 I=ITER, 100

ITER = |

DO 14 =1, INTI

ITERIN= |

CALL AONSODCNFL,NNODR, NNODT , NOD, NCENT )
CALL BISSODCNFL)

CONVI=0.

DO 13 Ni=1,NARC

XN =RBSCNFLCNI >~-NFL 1 CNI )
IFCXNI.EQ.0. %60 TO 13

DI={FLND )

IFCDI .EQ.0. YOI=MFLI (NI )
COMY1=COMUI +XN1 /D1

NFL1CHI 3=NFLCN )

13 CONTINUE

14
15

20

CONVI =COMU | /FLOAT (NARC )
IFCCOMVI.LT.CCINTI Y60 TO 15
CONT | NUE

CON=0.
ITOT=1TOT+ITERIN
FOBJ=0 .

DO 20 N=1,MARC

XN=ABS CNFLCN -FLCND )

IF (XN.EQ.0.) GO TO 20
D=HFLCN)

IF (D.EQ.0.) D=FL(N)
CONU=CONUXN/D
FL(N)=NFL (N

CONT INUE

COMU=CONU /FLOAT CNARC )
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IFCCON.LT.EPS) GO TO 12
IFCITER.EQ.50) 6O TO 12
IFCOMPCJ).EQ. ITER) GO TO 22
60 TO 11
22 CALL DUMPSODC I TER, ITERIN, 1 TOT,EPS, COMJ, FOBJ, NHODA, NCENT
Jmbt |
11 CONTINUE |
12 CALL DUMPSODCITER, I TERIN, 1 TOT, EPS, COMY, FOBJ, NNODA, NCENT
RETURN
END

SUBROUT INE RONSODCNFL., NNODA , NNODT , NOD , NCENT >
COMMON /ARCDT/ T00,L,C,VEL,FL ,COST,T,RL
COMMON /ENR/ NFLI, INTI ,EPS,CCINTI ,ACCBIS

COMMON /000T/ TOD, AT
COMMON /FST/ FS
COMMON /00L/ 0DLK
COMMON /ALBET/ ALP,BET,ALP1,TYP,E
COMMON /COM4 JUALUE 1, NARC, L INK, ARDT , UCRT
REAL L(4000),C(4000),UEL(4000), FL (4000, COST(4000), AT (2000)
* NFL(4000),SP(2001), ALPC17),BETC17),ALP1¢17),EC17)
$,AL(4000), ARDT(4000 ), UCRTC4000 ), TRUP(4000 ), EPS, NFL | (4000, CCINTI , ACCBIS
INTEBER TO0(4000), TOD(2000), FS(2002,00LK( 15013, PRED(2001),
$TYP(4000), T(4000), L INK(4000 )
DO 10 N=1,NARC
E1=ECTYPCND)
IFCN.LE.NARC/2) THEN
KsNARC /2+M
A1=ALP(TYPCND)
B1=BETCTYP(N))
A2=ALPCTYPCK »)
B2=BET(TYPCK))
NFL(N =0
NFLCK =0
C1=CN)
C2=C(K)
FLA=NFL 1 (N)
FLT=FL(K)
T1=TC(N)
T2=T(K)
ELSE
K=N-NARC /2
A1=ALPCTYPCNY)
B1sBET(TYP(N))
A2=ALP CTYPCN )
B2=BET(TYP(K))
NFLCK 3=0
NFLCH =0
C1=CCK)
C2=C(N)
FLAFL(K)
FLT=NFLICN)
T2=T(K)
T1=T¢N)
ENDIF
10 COST(NI=COSTFHCL(ND,C1,C2,VEL(N),FLA,FLT,A1,B1,A2,B2,E1,



$T1,T2, RN
=y
NN 1
KK=NCENT
NHT=NNODR
60 TO 2
3 | 1=NNODR
NMR=NNODR
KK=HNODR+NCENT- 1
NNT=NNODT
2 D0 20 I=11,KK
I 1=ODLKC 1 >
1 2200LK< 1411
IF ¢I1.6T.12) 60 TO 20
CALL SHPSDDC |, PRED, SP,NNA, NNT)
D0 30 K=I1,12
JaTODCK)
60 JI=PRED(J)
{F ¢J1.EQ.0) GO TO 30
N1=FS(J1)
N2=FS(J1+1)-1
DO 40 N=N1,N2
IF (TODCNY.EQ.J> GO TO S0
40 CONT INUE
S0 NFL (N =NFL (N +AMTCK)
JuJ1
GO TO 60
30 CONTINUE
20 CONTINUE
IFC11.6Q.1> GO TO 3
RETURN
END

SUBROUT INE BISSODCMFL )
COMMON /ENA/ NFLI1, INTI,EPS,CCINTI,ACCBIS
COMMON /COM4 /URLUE 1, NARC, L INK, ARDT , UCRT
COMMON /RACDT/ TOO,L,C, VEL,FL,COST,T,RL

COMMON /FST/ FS
COMMON /ALBET/ ALP,BET,ALP1,TVP,E

REAL L(4000),C(4000),VEL(4000),FL(4000),COSTC(4000), NFL (40007,
$ALPC 173, BETC17), ALP1¢ 17),EC 17 ), RL(4000),
$TRUP(4000), AROT(4000 ), UCRT(4000 ), EPS, NFL 1 (4000, CCINTI ,ACCBIS
INTEGER TOO(C4000),FS<2002), TYP<4000), T(4000),LINK(4000), INTI
AMN=0

AMX=1

10 AMD=(AMX+HIN) /2

IF CCAMX-AMMD.LE.ACCBIS) GO TO 20

D=0

DO 30 N=1,NARC/2

X 1=NFL | (N D+AMD*CHFLCND-HFLICND)

A1=ALPCTYP(ND)

B1=BET(TYP(N))

E1=ECTYPIND)

K=N+NARC /2

C1=C(N)

C2=C(K)

187



188

30 D=D+CST 1%(NFLCN)-NFL | (N) +CST2*(NFL(K ML |

a8

QOOO0 (]

FLA=FL(N)

FLT=FLK)

T1=T¢ND

T2=T¢K)

X2uNFL | (K MAMDRCNFLCK )-NFL | (K))
A2=ALP(TYPCK »)

B2=BET(TYPCK ))

E2=ECTYP(K))

CST 1=COSTFN(L (N, C1,C2, VEL(N),X1,FLT,A1,B1

B2,E1,T1,T2,RL(NY)
CST2=COSTFNCL (K, C1,C2, VEL(K), FLR, X2, A2, B2

'B1,E2,T2,T1,RL(K))
»

s

A2
At
K

IF ¢D.GT.0.) AMX=AMD

IF <D.LE.D. ) AtiN=RMD

GO TO 10

DO 40 N=1,NARC
NFLCNsNFL | (N HAMD*(NFLCND-NFL I (NDD
RETURN

END

FUMCTION TRCOST(D,C1,C2,VEL FLA,FLT,A,B,E,T1,T2,AL)
TRCOST=D*AL /VEL
IF ¢C1.NE.O.AMD.C2.NE.O.)

$TRCOST=TRCOST*( 1. H*(FLAT 1/C HEWFLT#T2/C2)%48)
RETURN
END

FUNCTION COSTEN(D,C1,C2,VEL,FLA,FLT,A1,B1,A2,B2,E,T1,T2,AL)
COSTFN=D#RL /VEL

IFCC1.NE.O. .AND. C2.NE.O.THEN

B11=81-1

B22u52- 1

AT=FLAT 1 /C 1+ESFLT#T2/C2

ATT=AT+FLA*T 1%B1/C1

COSTFN=COSTFN®( 1. +R 1*ATTHATHE | |+A2PB2MFLTAT2#ATH*B22/C1)
EMDIF

RETURN

END

FUNCTION FINTCD,C1,C2,VEL FLA,FLT, FL, A1,B1,A2,B2,E,T1,T2)
FINT =D/VEL*FL
Bii=B1-1
B22=B2-1
IFCC1.NE.O. .AND. C2.NE.Q.)
$AT=FLAST 1/C1+E*FLT*T2/C2
ATT=AT+FLA*T 1#B1/C1
F INT=F |NT*( 1. +A 15ATT*AT*B | 1 +AB2AFLTHT2#AT**B22/C1)
RETURN
END

SUBROUT INE SHPSODCR,PRED, SP,NNA, NNT )

THIS SUBROUTINE COMPUTES SHORTEST PATHS FROM R TO ALL OTHER NODES.
PRED(| > CONTAINS PREDECESSOR OF NODE |, SPCI) CONTAINS LENGTH OF
PATH TO NODE |.

COMMON /ARCOT/ TOO,L,C,VEL,FL,COST,T,RL
COMMON /FST/ F$
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COMMON /COM4 /URLUE 1, NARC , L INK, RADT , UCRT

REAL LC4000),C¢4000), VELC4000), FLC4000),COST(4000), SP(2001)
$,RL(4000), TRUP(4000 ), ARDT (4000 3, UCRT(4000)
INTEGER, TO0(4000 ), FS$¢2002 >, PRED(2001, CL(2001), T(4000, L INK(4000
$.R
DO 10 I=NNA, NNT
SPC1 =1 E20
PREDC | J=0
10 CLC1 =0
SPCR =0
CLCR =T+ 1
I=R
NT=R
20 |A=FSCI+1)-1
S=SP(| )
IRT=FSCI )
IF CIR1.GT.IRY GO TO 30
DO 40 IR=IAT1, IR
K=TOOC IR)
SD=S+COSTC IR)
IF (SD.GE.SP(K)) GO TO 40
PREDCK )=
SPCK JSD
IF ¢CLCK)) 50,60,40
60 CLCNT>=K -
NT=K
CLCK J=hiNT+1
GO TO 40
50 CLCKI=CLC ] )
CLC | D=k
CONT INUE
ICL=CLC1)
CLCH D=1
lmlEL
IF ¢1.LE.NNT) GO TO 20
RETURN
END

SUBROUTINE DUMPSODC I TER, I TERIN, ITOT, EPS, CONY, FOB.J, NNODR, NCENT )
COMMON /ARCOT/ TOO,L,C,VEL,FL,COST,T,AL
COMMON /FST/ FS
COMMON /ALBET/ ALP,BET,ALP1,TVP,E
COMMON /COM4 /URLUE 1, NARC, L. |NK, ARDT , UCAT
REAL L(4000), (4000, VEL.C4000), FL (4000, COST (4000, NFL(4000)
*, ALPC17),BETC 17),ALP 1€ 17, UCRT(4000), EC17), TRUP(4000),
$AAOT(4000), RL(4000)
INTEGER TOO(4000),FS(2002), TYPC4000),UC (4000, UC2¢4000, T(4000),
$L INKC4000), LL |NK¢4000 )
WRITE(S, 101) ITER, ITERIN, ITOT
101 FORMATC'NO. OF ITERATIONS = *16/

8s

s ‘NO. OF INT.ITERATIONS= ° 18/
$ ‘TOTAL NO. ITERATIONS= '16//)
K=0

UALUE 1=0

NNOD 1=HNODR- 1

NHODMC=2%HCENT+ 1
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G0 TO 4
S NNODHC=NNODMC+NNODR- 1
AUTOTT=UALUE |
NNOD 1=2%NNOD 1
4 00 10 1=NNODMC, NNOD1

JI=FSC1)

J2RFSC141)=1

IF ¢J1.6T.J2) GO TO 10

DO 20 JmJ1,J2

IF ¢TOOCJ).LT.NNODIC) GO TO 20

Ko+ 1

NFLCK FLC)

LL INKCCK Dl |NKCJD

UCRT (K )=FL(J)/CCJ)

NC 1¢K =)

UC2¢K >=T00CJ)

R1=ALPCTYPCS))

B1=BET(TYPCJ))

E1=ECTYPCJ))

IF ¢J.LE.NARC/2) THEN
KLM=J+NARC /2
C1=CCJ)
C2=CCKLN)
FLAFL(J)
FLT=FLCKLN)
T1=T¢)
T2=TCKLM)
UCATCK J=FLAST 1 /C 14E 1#FLT*T2/C2
RROTCK J=FLAST 1+FLTT2
TRUPCK >=FLT*T2%100. /RADTCK)
IFCARDTCK.EQ. 0. YTRUPCK) =0.

KLM=J-NARC /2

Ci=C(KLM)

C2=C(

FLA=FL (KLM>

FLT=FL(J)

T2=T(KLHM)

Ti=T(JD

UCRT (ICO=FLA*T { /C 14€ 1%FLT*T2/C2

ARDT (K >=FLFPFT 14FLT*T2

TRUP (K =FLT*100. /ARDTCK >

IFCRRDTCK).EQ.0. ) TRUP(K)=0.
ENDIF

CST=TRCOST(L(J),C1,C2,VELCJ), FLA, FLT,A1,B1,E1,T1, T2,RLCID)
UALUE 1=UALUE 1+CSTHFL(J)
20 CONT INVE
10 CONT INUE
IF (NNOD1.EQ.NNODA-1) GO TO S
TRUCKTT=UALUE 1-AUTOTT
MRITECS,2) |TER,CONV,UALUE 1, AUTOTT, TRUCKTT
2 FORMATC/'AFTER °, 13, " ITERATIONS: ' /
* COMVERGENCE

s MERSURE = ,F7.4/

$ *  TOTAL TRAVEL TIME = E25.19/

$ *  AUTO TRAVEL TIME = E25.19/

$ *  TRUCK TRAVEL TIME =" ,E25.19///)

IF(CONV.GT .EPS JRETURN
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RETURN
HRITE(S, 113)

113 FORMAT(32X, 'ORIG',2X, 'DEST" )
HRITECS, 112)

112 FORMATC'LINK NO.*,5X, 'FLON' ,4X, ‘U/C RATIO',2X, ‘NODE" ,2X,
4'NODE’,2X," 8 TRUCKS®,2X, 'AADT',3X, 'LINK 1D’)
HRITECG, 114)

114 FORMAT(® =——m—mn"  BX, '===='4X, * 2K, ——" 2K,
‘:214. .lle. .Iaxll-——-.)
D0 23 I1=1,K
HRITECS, 102> 1,NFLCI ), UCRTC1),UC1<1),UC2¢1 ), TRUPCI ), RAOTC 1 )
$,LLINKC )

102 FORMATCIS,F13.2,F10.2,217,2F9.2, 18)

23 CONT INUE
RETURN
END
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USER EQUILIBRIUM ASSIGNMENT - PSU
® OF OD PAIRS = 220

CONVERGENCE CRITERION = . 500000000E-02
INTERNAL CONVERGENCE = . 50000000002
ACCURACY OF MOVE SIZE = . S00000000E-03
INTERNAL ITERATIONS = |

MO. OF ITERATIONS = i

NO. OF INT. (TERATIONS= i

TOTAL MO. ITERATIONS= 0

AFTER 1 ITERATIONS:
CONVERGENCE MEASURE
OBJECTIVE FUNCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS = 1
NO. OF INT. |TERATIONS=
TOTAL NO. ITERATIONS= 1

. 100000000E-01
0
. 181192584E+03

AFTER 1 ITERATIONS.
CONVERGENCE MERSURE
OBJECTIVE FUMCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS = 2
HO. OF INT. ITERATIONS=
TOTAL NO. |TERATIONS= 2

.301931358E+00
o
. 118335 135E+05

AFTER 2 ITERATIONS:
CONVERGENCE MEASURE
OBJECTIVE FUNCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS = 3
NO. OF INT. ITERATIONS=
TOTAL NO. ITERATIONS= 3

. 512224274E+00
0
. 1004 15127E+05

AFTER 3 ITERATIONS:
COMVERGENCE MEASURE = . 19838 1402E+00
OBJECTIVE FUNCTION 0
TOTAL TRAVEL TIME = 913627417404

HO. OF ITERATIONS = 4

NO. OF INT. ITERATIONS= 1

TOTAL NO. ITERATIONS= 4

AFTER 4 ITERATIONS:
CONVERGENCE MERSURE
OBJECTIVE FUNCTION

. 12465 1763€+00
g



TOTAL TRAVEL TIME
NO. OF ITERATIONS =
ND. OF INT. |TERATIONS=
TOTAL NO. |TERATIOHS=

AFTER 3 |TERATIONS:
CONVERGENCE MERSURE
OBJECTIVE FUNCT ION
TOTAL TRAVEL TItE

NO. OF |TERATIONS =
NO. OF INT. ITERATIONS=
TOTAL NO. |TERATIONS=

AFTER © ITERATIONS:
CONVERGENCE MEASURE
OBJECTIVE FUNCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS =
NO. OF INT. ITERATIONS=
TOTAL NO. |TERATIONS=

AFTER 7 ITERATIONS:
CONVERGENCE MERSURE
OBJECTIVE FUNCTION
TOTAL TRAVEL THE

NO. OF ITERATIONS =
MO. OF INT. ITERRTIONS=
TOTAL NO. ITERATIONS=

AFTER B8 ITERATIONS:
CONVERGENCE MERSURE
OBJECTIVE FURNCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS =
NO. OF INT. ITERRTIONS=
TOTAL NO. |TERATIONS=

AFTER 30 |TERATIONS:
CONVERGENCE MERSURE
0BJECTIVE FUNCTION
TOTAL TRAVEL TIME

NO. OF ITERATIONS =
NO. OF INT. ITERATIONS=
TOTAL NO. ITERATIONS=

. 92379080 7E+04

. 188447333E+00

0

9087 1343 1E+04

. 1098278 1 1E+D0

0

.902873?00E+04

.64 1237 183E-01

0

.9030535287E+04

. 8808 M0B0E-O1
. 889080 198E+04

. 605009 16 1E~02

0

.880323600€+04
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.408009063€-02
0
886233048E+04

ORIG DEST

V/C RATIO NODE NODE & TRUCKS ARDT

O0BJECTIVE FUNCTION
TOTAL TRAVEL TIME

CONVERGENCE MEASURE

AFTER 31 ITERATIONS:

LINK 1D

FLOW

LINK NO.

CO0O00O0O0CO0OO000OOO0O0000000000O0OOLOLOOO00CODODOOOOO0D0O0000O000
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