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PREFACE 

Research Project 1123 is a joint project between the 
Center for Transportation Research, The University of 
Texas at Austin, and the Texas Transportation Institute, 
Texas A&M University. The project deals with the devel­
opment of experimental and analytical techniques for 
nondestructive testing of pavements. This report is the 
f'ust of three reports from the Center for Transportation 

Research. The report deals with continued development 
of the Spectral-Analysis-of-Surface-Waves (SASW) 
Method for in situ testing of pavements, bases, and 
subgrades. The work builds on earlier work conducted 
on Project 437 and contributes to on-going work on 
Project 1175. 

LIST OF REPORTS 

(Note: Research Reports 1123-1, 1123-2, 1123-3, 
and 1123-4F have been submitted through the Texas 
Transportation Institute of Texas A&M University on that 
agency's part of the joint Project 1123. The reports listed 
below are the reports submitted through the Center for 
Transportation Research of The University of Texas at 
Austin.) 

Research Report 1123-5, "Experimental Study of 
Factors Affecting the Spectral-Analysis-of-Surface-Waves 
Method," by Glenn J. Rix, Kenneth H. Stokoe, II, and 
Jose M. Roesset, presents the results of field studies of 
source types, source-receiver configurations, stiffness ra­
tios between adjacent layers, and the vertical distribution 
of surface wave motion on SASW measurements. Febru­
ary 1991. 
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Research Report 1123-6, ''Effect of Finite Width on 
Dynamic Deflections of Pavements," by Yumin Vincent 
Kang, Jose M. Roesset, and Kenneth H. Stokoe, II, pre­
sents the results of analytical studies of the effects of the 
fmite width of the pavement and the relative location of 
nondestructive testing devices on predicted dynamic de­
flections. January 1991. 

Research Report 1123-7F, "The Falling Weight 
Deflectometer and Spectral Analysis of Surface Waves for 
Characterizing Pavement Moduli: A Case Study," by R. F. 
Miner, K. H. Stokoe, II, and W. R. Hudson, presents the results 
of a canprehensive f1eld and laboratory study conducted dur­
ing the construction of an overpass ramp in Austin, Texa<;. 
Fetwary1991. 



ABSTRACT 

Three series of seismic tests were performed to in­
vestigate factors which affect the Spectral-Analysis-of­
Surface-Waves (SASW) test method. In the first series, 
the source of seismic waves was studied. Until recently, 
transient input motion has been used as the source, often 
with unpredictable results. Random and sinusoidal input 
motions were investigated to evaluate if either one could 
provide more consistent results. The investigation re­
vealed thai sinusoidal input attained substantially higher 
signal-to-noise ratios than either transient or random mo­
tions. The improved signal-to-noise ratio may be very 
helpful in situations where transient motion fails to pro­
vide acceptable results. 

A basic assumption of the SASW method is that only 
fundamental mode surface waves exist in the field. This 
assumption was investigated in the second series of tests 
using measurements of particle motion versus depth to 
calculate the relative contribution of the first several 
modes of surface wave propagation. The results were 
somewhat inconclusive because of the inability to model 
the subsurface accurately. However, theoretical results 
indicated that fundamental-mode surface waves com-

prised between 72 and 86 percent of the total motion. In 
addition, a qualitative comparison of theoretical mode 
shapes and experimental displacements also indicated 
that fundamental-mode motion dominates. 

Finally, the third series of surface wave tests was 
performed on a concrete test slab to assess the influence 
of the relative stiffness of adjacent layers and the relative 
spacing of source and receivers on measured dispersion. 
Results of this test series indicated that a large stiffuess 
ratio between adjacent layers can adversely affect mea­
sured dispersion curves for wavelengths which are be­
tween approximately 0. 7 and 1.8 times the thickness of 
the slab. The influence of the relative source-receiver 
spacing was more difficult to determine because of the 
lack of a "true .. dispersion curve with which to compare 
results. Based on selected records, receiver spacings with 
a ratio of d2/d1 greater than two appeared to yield im­
proved dispersion curves. 

KEY WORDS: nondestructive testing, experimental 
study, Rayleigh waves, surface waves, seismic testing, 
pavements, subgrades 

SUMMARY 

An investigation of variables affecting measurements 
by the Spectral-Analysis-of-Surface-Waves (SASW) 
method is presented herein. The SASW method is used 
to determine the shear wave velocity and elastic modulus 
profiles of pavement sections and soil sites. With this 
method, a dynamic vertical load is applied to the surface, 
and a group of surface waves with different frequencies is 
generated in the medium. These waves propagate along 
the surface with velocities that vary with frequency and 
the properties of the different layers comprising the me­
dium. Propagation of the waves is monitored with two 
receivers a known distance apart at the surface. By 
analysis of the phase information of the cross power 

iv 

spectrum, and by knowing the distance between receiv­
ers, phase velocity, shear wave velocity and shear, and 
Young's moduli of each layer are determined. 

This report contains a investigation of variables af­
fecting these measurements for the nondestructive testing 
of pavements, bases and subgrades. Variables such as 
source types, source/receiver configurations, stiffness ra­
tios between adjacent layers and vertical distribution of 
surface wave motion were studied experimentally. Much 
of the experimental work was conducted at the Hornsby 
Bend test site on the south side of Austin where testing of 
a curing concrete slab was performed after extensive test­
ing of the soil site was conducted. 



IM:PLEMENTATION STATEMENT 

The Spectral-Analysis-of-Surface-Waves (SASW) 
method potentially bas many applications in material 
characterization of pavement systems. With this method, 
elastic moduli and layer thicknesses of pavement systems 
could be evaluated in situ. The method could also be uti­
lized as a tool for quality control during construction and 
during regular rilaintenance inspections. The main draw­
backs to utilizing the method are development of a rapid 
and automated field testing procedure and development 

v 

of an automated data reduction procedure. The key back­
ground information necessary to develop an automated 
field testing procedure is presented in Reports 437-3F, 
1123-5 (this report), and 1175-2 (in progress). An auto­
mated data reduction procedure is being developed on 
Project 1243. However, the method can presently be 
used in a "manual" mode where field testing takes about 
30 minutes at each site and data reduction takes about 
one hour in the office. 
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CHAPTER 1. INTRODUCTION 

1.1 CHARACTERISTICS OF SEISMIC 
MEASUREMENTS 

Seismic measurements involve the introduction of 
stress (seismic) waves into a body of material and then 
monitoring the response of the body to the waves. In 
general, the strains induced by these waves are of such a 
magnitude that the body behaves in a linear, elastic fash­
ion. For materials encountered in geotechnical engineer­
ing (e.g., natural soils or engineered ftlls), the linear, elas­
tic range includes strains less than 0.001 percent. The 
maximum strain at which linear, elastic behavior is still 
valid is typically much greater for other engineering ma­
terials such as asphaltic or portland cement concrete. 
Most often the response of a body to the introduction of 
seismic waves is measured in terms of the velocity of 
propagation of the waves. The propagation velocities of 
different types of waves are directly related to small­
strain elastic moduli of the body. Small-strain moduli 
represent the slope of the stress-strain curve in the range 
of strain where linear, elastic behavior is valid Oess than 
0.001 percent for soils). The term initial tangent moduli 
is often used to refer to the small-strain moduli. This 
concept is illustrated in Fig 1.1. Moduli determined for 
higher levels of strain (greater than 0.001 percent for 
soils) where linear behavior is no longer valid are secant 
moduli, shown in Fig 1.2. Initial tangent moduli and se­
cant moduli are plotted versus the logarithm of strain as 
shown in Fig 1.3 to emphasize the small-strain behavior 
of soils. The modulus is often normalized with respect to 
the initial tangent modulus as shown in Fig 1.4. The con­
stant value of modulus at strains less than 0.001 percent 
is clearly shown in Figs 1.3 and 1.4. 

For compression waves, waves in which the direc­
tion of particle motion is the same as the direction of 
propagation, the propagation velocity is related to the 
small-strain constrained modulus of the material by the 
relationship: 

where 
Mo = small-strain constrained modulus, 

p = mass density, and 
V P = compression wave velocity. 

(1.1) 

The velocity of propagation of shear waves, which are 
waves in which the direction of particle motion is perpen­
dicular to the direction of propagation, is related to the 
small-strain shear modulus of the material by the rela­
tionship: 

(1.2) 

where 

1 

Go = small-strain shear modulus, 
p = mass density, and 

V 5 = shear wave velocity. 

Many times it is these values of constrained and 
shear moduli which are of interest to geotechnical engi­
neers in situations where small-strain deformations are to 
be calculated (e.g., analyses of dynamically loaded ma­
chine foundations or site amplification studies). Fre­
quently, however, other material parameters such as den­
sity or effective stress state are inferred from seismic 
measurements. Small-strain constrained and shear 

(I) 
(I) 

~ -(/) 

Strain 
Fig 1.1. Dlustration of small-strain or initial 

tangent modulus. 

Shear Strain, Y 
Fig 1.2. Dlustration of secant moduli to characterize 

nonlinear behavior. 
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moduli are related to the void ratio and effective stress 
state of soils through relationships such as the one devel­
oped by Hardin (1978}: 

where 

- A•(OCR)k • Pa 1-n • (fm n 
0 o F(e) 

Go = small-strain shear modulus, 
A = dimensionless coefficient. 

OCR = overconsolidation ratio, 

(1.3} 

k = constant which depends on plasticity 
index, 

Pa = atmospheric pressure in the same units 
as Go and om, 

n = slope of the log Go vs log Om curve, 
Om = mean effective stress, and 

F(e) = 0.3 + 0.7e2 

or by Seed et al (1986) for cohesionless materials: 

Go = 1000 • K2 (Om)0.5 {1.4) 

where 

Go = small-strain shear modulus, 

K2 = empirical constant reflecting density, 
and 

Om = mean effective stress. 

Relationships like the ones presented in Eqs 1.3 and 1.4 
form the basis for the use of seismic methods to infer ma­
terial parameters such as density and stress state. 

The model of the subsurface usually assumed in ap­
plying most in situ. seismic methods in engineering is a 
one-dimensional model consisting of a layered, elastic 
half space with isotropic, homogeneous layers. New 
techniques are being developed (e.g., tomography} which 
will satisfy the demand for more realistic two- and three­
dimensional models. 

OL-----~----~~------~----~--
0.0001 0.001 0.01 0.1 1.0 

Shear Strain, y (%) 

Fig 1.3. Typical variation of modulus with strain 
for sons. 

1.2 CHARACTERISTICS OF IN SITU 
TEST :METHODS 

Since this report deals exclusively with in situ seis­
mic methods, it is appropriate to briefly discuss some of 
the advantages of in situ test methods in general and in 
situ seismic methods in particular. 

Two of the most common advantages associated with 
in situ methods in general are the avoidance of sample 
disturbance and the fact that tests are performed at the in 
situ stress state. TYpes of soil where sample disturbance 
can be critical are loose sands. Although elaborate meth­
ods have been devised to sample soils like loose sands, 
these methods are often too expensive to use on a pro­
duction basis. In addition, it is extremely difficult (if not 
impossible) to eliminate sample disturbance completely. 
By definition, in situ methods avoid samples and sam­
pling disturbance. Since materials are tested without re­
moving a sample from the ground, there is no need to try 
to recreate complex states of stress in a triaxial cell, for 
example. This is particularly important when compacted 
fills and other engineered soils that have complex stress 
histories are to be tested. 

There are other advantages which are specific to in 
situ seismic methods. One advantage which is often 
overlooked is the similarity between strain levels used in 
seismic testing and those experienced by geotechnical 
materials under actual loads. Recall from the previous 
section that strains associated with seismic testing are 
usually on the order of 0.001 percent or less. Using fig­
ures like the one shown in Fig 1.4, moduli determined by 
seismic methods can be easily extrapolated to strain lev­
els encountered in the field (as discussed in Section 
2.4.4). On the other hand, the strain levels associated 
with devices like the cone penetrometer far exceed those 
encountered in the fie~d for working loads (Baligh, 1985). 
Deformation parameters measured by devices such as the 
pressuremeter or dilatometer are often significantly af­
fected by the disturbance caused by advancing the device 
into the soil (Lacasse and Lunne, 1988}. 

Another advantage of in situ seismic methods is that 
larger (more representative} volumes of soil are tested 
than with other in situ methods. With the crosshole seis­
mic method, the spacing between boreholes is usually 10 
to 20 ft (3 to 6 m) resulting in a relatively large volume 
of soil which is being "sampled" by the seismic waves 
propagating between boreholes. The volume of soil 
sampled by the Spectral-Analysis-of-Surface-Waves 
(SASW) method is usually even larger. The ability to 
sample representative volumes of soil is particularly valu­
able when local variations in the material profile make it 
difficult to interpret the results of isolated measurements. 

In situ seismic methods like the SASW test which 
are performed from the surface of the soil deposit make it 
possible to measure the in situ properties of bard-to­
sample soils such as gravels and debris flows. It is often 
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extremely difficultto ma.ke use of techniques which re­
qolte boreholes or pehetration devices in these types of 
soils. Another area where so-called nonintrusive, 
nondestructive seismic methods have proven to be useful 
is in evaluation of the structural integrity of pavements. 
lil pavement applications, the ability to avoid coring of 
the pavement stiucture is a practical requirement. for pro­
duction testing. 

Finally, in situ seismic methods can often be incorpo­
rated into other in situ methods so that the two methods 
complement one another. An outstanding example of this 
type of combination is the seismic cone penetration test 
(Robertson et al, 1985). The cone penetrometer has 
proved itself a very useful tool for determining the layer­
ing of a site and the large-strain material parameters such 
as shear strength or angle of internal friction. In situ seis­
mic methods are, in the author's opinion, the best method 
available for determining the small-strain moduli. The 
combination of these two methods can provide the user 
with a comprehensive set of strength and deformation pa­
rameters describing the material. 

1.3 PURPOSE AND ORGANIZATION OF 
THE REPORT 

The purpose of this research was to conduct an ex­
tensive experimental investigation of factors which affect 
surface wave testing in order to understand more fully the 
test results and to improve the test method. 

Chapters 2 and 3 provide background information on 
in situ seismic methods used in engineering and on the 
SASW method, respectively. The emphasis in Chapter 2 
is on describing the essential characteristics of the most 
commonly used engineering seismic methods and on pre­
senting the relative advantages and disadvantages of each 
method. A detailed description of the equipment and test 
methodology used in the SASW method is the focus of 
Chapter 3 since the remainder of the report involves sur­
face wave testing. 

The test site which was used for much of the experi-
. mental work performed for this dissertation is described 

in Chapter 4. The Hornsby Bend test site was chosen be­
cause of the numerous well-documented studies which 
have been performed there in the past. The results of 
standard geotechnical test procedures including boring 
logs and standard penetration test (SP'I) tests as well as 
the results of other seismic tests are presented in Chapter 
4. 

To date, the sources used in the SASW method have 
been primarily impact-type sources such as simple ham­
mers or dropped weights. For many sites, these sources 
have worked well and have provided a convenient, por­
table means of generating surface wave energy. At sev­
eral sites, however, impact-type sources have not per­
formed well. Other types of sources are considered in 
Chapter 5 as alternatives to impact-type sources. The 
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most common type of alternative source is an electrome­
chanical vibrator which, when controlled by a function 
generator, provides either sinusoidal or random signals. 
Chapter 5 focuses on the question of whether the relative 
inconvenience and lack of portability of the vibrator are 
overcome by the improved predictability and control and, 
therefore, improved test results associated with using the 
vibrator. 

One of the important assumptions made when em­
ploying the SASW method is that primarily frrst mode 
(fundamental mode) surface waves are generated and 
measured in the field. Although this assumption is no' 
inherent in the SASW method, it greatly simplifies the 
data reduction portion of the test The purpose of Chap­
ter 6 is to compare measured displacements with the 
theoretical displacements of individual surface wave 
modes to determine if the measured displacements are 
dominated by fundamental mode surface wave motion. 

One of the factors which can influence the results of 
the SASW method is the relative stiffness of layers 
within the material proftle. To understand better this ef­
fect, a concrete test slab was cast on the silty clay 
subgrade at the Hornsby Bend site to simulate a simple, 
two-layer profile. Surface wave measurements were 
made while the concrete cured (i.e., the stiffness was in­
creasing) so that this simple system would appear to be 
many systems, each with a different ratio of stiffnesses 
between the surface layer and the lower "half space." 
The results of these measurements are discussed in Chap­
ter 7. Other items which were studied using the test slab 
include the effect of different source-receiver combina­
tions on measured surface wave dispersion and the rela­
tionship between the stiffness of the curing concrete and 
the times to initial and final set of the concrete. 

Finally, the major findings of the report are summa­
rized in Chapter 8. Recommendations for future studies 
are also discussed. 

0.001 0.01 0.1 1.0 
Strain, yore {o/o) 

Fig 1.4. Typical variation of normaUzed modulus with 
strain for soils. 



CHAPTER 2. OVERVIEW OF SEISMIC METHODS USED 
FOR ENGINEERING PURPOSES 

2.1 INTRODUCTION waves are collectively called body waves because these 
A wide variety of seismic methods are available for waves propagate within the interior of the layered elastic 

use in civil engineering. These methods range from very half space as well as along its surface. Rayleigh waves 
simple techniques used to extrapolate layering between are often referred to as surface waves because the propa-
soil borings to sophisticated methods intended to provide galion of these waves is guided by the surface of the half 
detailed information about various parameters of indi- space. In a uniform half space, compression waves travel 
vidual subsurface layers. The purposes of this chapter with the greatest velocity followed by shear waves and, 
are: (1) to present an overview of the essential character- fmally, Rayleigh waves. All three velocities are related 
istics of several of the most widely used seismic methods through the value of Poisson's ratio, v, of the material. In 
for engineering purposes, and (2) to present some of the _ a layered half space, the Rayleigh wave velocity is a 
typical uses of these methods in civil engineering prac- complex function of the shear and compression wave ve-
tice. For each of the methods discussed, the underlying locities of each of the layers in the profile and varies with 
principles, test configurations, and relative advantages frequency (i.e., is dispersive). A typical time history re-

corded with a vertical receiver on the surface of a half and disadvantages of the method are presented. 
space with the arrival of each type of wave indicated is 

2.2 SEISMIC MEmODS USED FOR 
ENGINEERING PURPOSES 

For the purposes of this report, one can consider 
three basic types of seismic (stress) waves which propa­
gate in a layered, elastic half space: compression, shear, 
and Rayleigh waves. (Other wave types exist but are of 
relatively little importance when discussing seismic 
methods used in engineering.) Compression and shear 

Fig 2.1. Time history recorded with a vertical receiver 
on the surface of a half space showing compression 

(P), shear (S), and Rayleigh (R) wave arrivals. 

Receiver Receiver 

Path B 

Fig 2.2. Typical test configuration used in the seismic 
refraction method. 
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presented in Fig 2.1. 
The seismic methods available to civil engineers fall 

into two categories (i.e., body wave methods and surface 
wave methods) depending on the wave type which is uti­
lized in the measurements. Body wave methods are more 
commonly used in civil engineering practice because, in 
general, these methods involve less complex data acquisi­
tion and analysis procedures than surface wave methods. 
However, methods based upon surface waves are becom­
ing increasingly popular because these techniques can of­
ten overcome many of the shortcomings of body wave 
methods. 

Both body wave and surface wave methods involve 
the measurement of the travel times of seismic waves. 
When body wave methods are used, the travel times are 
usually determined by identifying the first arrival of a 
particular wave type (compression or shear) at a receiver 
and measuring the time required for that wave to travel 
from the source to the receiver. The propagation velocity 
is the distance between the source and receiver divided by 
the measured travel time. Modem surface wave methods, 
on the other hand, rely upon more complex procedures to 
determine the travel time. These procedures are de­
scribed in detail in Chapter 3. Generally, methods which 
only rely upon identification of the first arrival of a given 
wave type at a receiver are easier to interpret and less 
prone to error than methods which require more a com­
plete analysis of the waveform. 

2.3 SEISMIC MEmODS INVOLVING 
BODY WAVES 

Engineering seismic methods which utilize body 
waves can be subdivided into methods which are per­
formed entirely from the surface (i.e., refraction and re­
flection methods) and methods which require the use of 



one or more boreholes (i.e., crosshole and downhole 
methods). Each of these methods is described in the fol­
lowing sections. 

2.3.1 REFRACTION METHOD 
The refraction method was the fmt seismic test to be 

used extensively in civil engineering. Even today, refrac­
tion testing remains a popular way of determining struc­
tural features, such as the depth to bedrock. because of 
the availability of turn-key systems from vendors and the 
relatively simple data acquisition and analysis procedures 
involved. 

An example of the test configuration used in the re­
fraction method is presented in Fig 2.2. Body waves are 
generated by a source (e.g., explosives or a sledge ham­
mer) impacting the surface of the material being tested. 
Refraction testing may be performed using either com­
pression waves or horizontally polarized shear waves (SH 
waves). Compression waves are generated using a verti­
cal impact on the ground surface while horizontally po­
larized shear waves are produced using a horizontal im­
pact (usually transmitted through a plank to the ground 
surface). 

The compression or shear waves propagate through­
out the medium and are measured by sensors placed on 
the ground surface at various distances from the source. 
If compression waves are being used, the sensors are ori­
ented vertically. For horizontal1y polarized shear waves, 
horizontal sensors should be oriented perpendicularly to 
an imaginary line connecting the source and sensor. 

In general, compression waves are used in refraction 
testing because these waves travel with the greatest ve­
locity and will, therefore, be the first to arrive at the sen­
sors. The ani val of horizontally polarized shear waves 
may be obscured by other wave types since they propa­
gate with a slower velocity. Compression waves are con­
sidered in the following example. For a sensor placed 
relatively close to the source, the fmt wave to arrive will 
be the wave which travels directly from the source to the 
sensor (Path A in Fig 2.2). At some critical distance from 

the source, Xc, a wave which travels along Path B in Fig 
2.2 will be the fust wave to arrive at the sensor because 
the wave propagates more quickly in the underlying 
layer. By plotting the time of the fust arrival at each sen­
sor versus the distance from the source to that sensor, the 
thickness and velocity of each layer may be easily deter­
mined using simple relationships. An example of this 
type of plot is shown in Fig 2.3. Additional details of the 
method can be found in nearly all soil dynamics texts 
(e.g., Richart et al, 1970) or handbooks on seismic meth­
ods (e.g., Department of the Army, 1979). 

The refraction method has a number of advantages 
which have helped to increase its popularity among civil 
engineers. The availability of turn-key systems and the 
relative ease of data acquisition and reduction 
(particularly for compression waves) are two factors 
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which have already been mentioned. Two other 
advantages are the fact that all of the measurements are 
performed from the surface (i.e., no boreholes are 
required) and that the determination of travel times is 
based on fust arrivals at each sensor. 

Unfortunately, the seismic refraction method suffers 
from several important disadvantages which prohibit its 
use at a wide variety of sites. The best known of these 
disadvantages involves the inability of the refraction 
method to resolve a layer with a wave velocity less than 
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wave type of interest (P or SH wave) 
Fig 2.3. Typical travel time plot from a seismic 

refraction test at a site composed 
of two layers. 

the wave velocity in the layer located immediately above. 
This results from the absence of a critical1y refracted 
wave for this situation. (Since the surface layer is the al­
most always the stiffest layer in a pavement profile, the 
surface refraction method cannot be used on pavements.) 
A second disadvantage is the inability of the technique to 
locate thin layers of material in the profile accurately. 
This situation occurs because refracted waves from adja­
cent, underlying layers arrive at nearly the same time at 
the sensors and obscure the refracted wave arrival from a 
thin layer. Finally, since most refraction surveys utilize 
compression waves, saturated soils all exhibit nearly the 
same velocity (about 5,000 ftlsec or 1,500 m/sec) regard­
less of the compression wave velocity in the soil skeleton 
(Biot. 1956, and Allen et al, 1980). This is true as long 
as the compression wave velocity of the soil skeleton is 
less than the compression wave velocity through water. 
Although the surface refraction method is likely to re­
main popular in civil engineering, its uses are limited to a 
relatively small number of applications. 
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2.3.2 REFLECTION METHOD 

The seismic reflection method has achieved wide­
spread use in geophysics for the exploration of geologic 
formations believed to contain oil and natural gas. Ef­
forts are currently underway to adapt this method for 
near-surface profiling to depths of interest to engineers 
(Hunter et al, 1984, and Steeples, 1984). 

As with the refraction method, an impulsive source 
is used to generate body wave energy which propagates 
throughout the medium and is monitored by sensors 
placed on the surface at known distances from the source. 
In the reflection method, however, the interest is in iden­
tifying the wave arrivals due to reflections from layer 
boundaries. Most reflection surveys utilize compression 

Fig 2.4. l)'pical test configuration used in the 
seismic reflection method. 
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Fig 2.5. l)'pical travel time plot from a seismic 
reflection test at a site composed of two layers. 

waves rather than shear waves. A typical test configura­
tion is shown in Fig 2.4. The results are plotted in the 
form of curves of travel time versus offset (distance from 
the source). An example of such a plot is presented in 
Fig 2.5. Thicknesses and velocities of the layers can be 
determined using values obtained from the curves and 
simple relationships. 

The example presented in the preceding paragraph 
has been oversimplified to illustrate the principles of the 
reflection method. Modern field procedures (e.g., 
Vibroseis), signal processing (e.g., filtering), and data 
analysis algorithms (e.g., migration and inversion) have 
progressed- far beyond this simple example and have 
given geophysicists a powerful tool to use in resource ex­
ploration. 

Several of the disadvantages of the refraction method 
are overcome by using the reflection method, including 
the problem of identifying slower-velocity layers beneath 
higher-velocity strata and the problem of locating thin 
layers. In addition, reflection surveys are also performed 
from the surface of the profile, thus eliminating the need 
for boreholes. However, the problem of measuring the 
compression wave velocity of water rather than the com­
pression wave velocity of the material skeleton still exists 
because most reflection surveys rely upon compression 
waves. The use of shear waves (which are insensitive to 
the presence of water except as it affects the effective 
stress) is only now being investigated and implemented. 

When using the reflection method, it can be difficult 
to distinguish the reflected wave arrivals from among the 
direct and refracted wave arrivals or from the surface 
wave arrivals. This is particularly true for the relatively 
small offsets required in engineering applications. Identi­
fication of reflected wave arrivals can become even more 
difficult when no strong reflecting boundaries are present, 
as is the case at many sites of interest to engineers. Fi­
nally, it has been necessary to develop powerful high-fre­
quency sources which yield the desired spatial resolution 
and, at the same time, provide the penetration often re­
quired in engineering studies. Recent investigations of 
various sources (e.g., modified shotguns and rifles) for 
near-surface reflection tests have illustrated the benefits 
of developing such sources (Miller et al, 1986) . 

Additional information about reflection testing can 
be found in any one of several texts on reflection seis­
mology (e.g., Waters, 1984, and Dobrin, 1976). 

2.3.3 BOREHOLE METHODS 

The development of borehole seismic methods was 
spurred on by the need to determine detailed profiles of 
shear and compression wave velocities and shear and 
constrained moduli at the relatively shallow depths (0 to 
200 ft or 0 to 60 m) required in engineering studies. Two 
popular borehole techniques, the crosshole and downhole 
test methods, are discussed in the following paragraphs. 
(Another borehole technique, the uphole method, is rarely 



used in engineering studies and is, therefore, not dis­
cussed.) 

Crosshole Method 
An example of the configmation typically used in a 

crosshole test is illustrated in Fig 2.6. Seismic waves are 
generated when a drop weight impacts on an in-hole 
wedge thereby creating a shearing motion on the wall of 
the borehole. Some sources also generate compression 
wave energy by expanding out against the wall of the 
borehole when the weight strikes the wedge. Three-di­
mensional geophones (vertical, radial, and transverse) lo­
cated in adjacent boreholes at the same depth as the 
source are used to monitor the passage of the waves. The 
distance between each of the boreholes in a crosshole test 
is usually on the order of 10ft (3 m). Each geophone is 
held tightly in place against the wall of the borehole 
through the use of some mechanism such as inflatable 
packers as shown in the figure or by pneumatic or hy­
draulic pistons. The most accurate measurements are 
usually determined by calculating the time required for 
the signal to travel frOiil the ftrst receiver (geophone) to 
the second (called true interval measurements or simply 
interval measurements), although direct measurements 
between the source and either receiver are also used. By 
moving the source and receivers down the borehole in 
unison, it is possible to generate detailed profiles of wave 
velocities and moduli. Additional information on basic 
crosshole test procedures can be found in Woods (1986) 
and Hoar and Stokoe (1978) or in published standards 
(ASlM, 1988c, and Department of the Army, 1979). 

The crosshole method has several advantages with 
respect to other seismic testing techniques. Most sources 
used in crosshole testing offer increased control over the 
type of seismic wave which is generated. This additional 
control combined with the option of three geophones 

. (vertical, radial, or transverse) to use as a receiver makes 
it possible to optimize the measurement of particular 
wave types. For example, if one desires to measure the 
compression wave velocity of the material, the radial 
geophone should be used since it responds primarily to 
compressional motion and is relatively insensitive to 
other types of motion. Vertically polarized shear waves 
(SV waves) are best measured using the geophone which 
is oriented vertically. New sources are currently under 
development (Hoar, 1982, and Camp, 1988) which gener­
ate horizontally polarized shear wave (SH wave) energy. 
SH waves can be best measured with a geophone which 
is mounted transversely. Increased control over the types 
of waves generated and measured can be valuable when 
trying to make measurements of stress-induced and struc­
tural anisotropy (Lee and Stokoe, 1986). 

Advanced methods of data analysis have been devel­
oped which make it possible to get more information 
from the results of crosshole measurements. Recently, 
the crosshole method has been used to estimate material 
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Fig 2.6. Typical test configuration used in the 
seismic crosshole method. 

damping (Mok, 1987). Cross correlation and frequency 
domain techniques have been evaluated as means of mak­
ing more detailed studies of body wave propagation and 
of automating the data reduction (Sanchez-Salinero, 
1987). Finally, tomographic techniques have been used 
with the crosshole method, resulting in a detailed, two-di­
mensional profile rather than the one-dimensional pro­
flies which result from the standard data analysis proce­
dures (Dines and Lytle, 1979, and Roblee, 1988). 

The primary disadvantage of the crosshole method is 
the need for two or more boreholes. (Although three 
boreholes are shown in Fig 2.5, the test is often per­
formed with only two boreholes, one containing the 
source and the other containing the receiver.) Aside from 
the additional expense and time required to drill bore­
holes, in many instances it may not be possible to install 
boreholes as is the case when gravelly soils are to be 
tested. The need for boreholes has been overcome to 
some extent by incorporating sources and geophones into 
an electric cone penetrometer (Robertson et al, 1985) . 
Although the seismic CPT was originally intended to 
function as the receiver in the downhole test (described 
next), two cone penetrometers (Baldi et al, 1988) work­
ing in tandem have been used to perform crosshole tests 
as well. 

Other disadvantages of the crosshole method include 
the need to measure the deviation of the boreholes from 
vertical to obtain an accurate measurement of the dis­
tance between boreholes and the need to orient the three­
dimensional geophone in the borehole to insure the accu­
racy of measurements made using the two horizontal 
geophones. Finally, a problem that may arise during 
crosshole testing is refraction of waves between bore­
holes. This situation can generally be avoided or mini­
mized, however, by the appropriate choice of spacing be­
tween boreholes. 

Downhole Method 
The downhole method reduces the required number 

of boreholes to one and uses a source on the surface to 
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generate seismic waves. A typical test configuration used 
for the downhole method is shown in Fig 2. 7. Several 
different procedures are available to determine the veloc­
ity profile when performing a downhole test including: 
(1) direct travel time measurements, (2) pseudo-interval 
measurements, (3) true interval measurements, and (4) 
application of inversion techniques to direct travel time 
measurements (Patel, 1981, and Mok, 1987). Each of 
these alternatives is discussed briefly in the paragraphs 
that follow. 

When using direct travel time measurements, the 
time required for the wave to travel from the SQurce on 
the smface to the receiver at depth. is calculated. The ve­
locities determined in this manner are, therefore, average 
velocities over the depth of the receiver. Because of this 
averaging, the ability to resolve changes in the wave ve­
locity profile accurately is quickly lost as the depth of the 
receiver increases. The use of pseudo-interval measure­
ments is an attempt to overcome this limitation by using 
the difference in travel time at two depths; the direct 
travel time to the receiver is detennined at the frrst depth 
and is subtracted from the direct travel time to the re­
ceiver at the second depth. By using this procedure, it is 
usually possible to determine a more detailed profile than 

H 

' Inflatable 
Packer 

Plank 

Fig 1.7. Typical test configuration used in the 
seismic downhole method. 

by using direct travel times alone. It is important to note 
that pseudo-interval calculations involve two different 
"bits" from the source. This can sometimes be a source of 
error if the second hit does not generate the same types of 
waves as the first hit The true interval measurement is 
similar to the pseudo-interval measurement, but the inter­
val travel time is calculated directly from the wavefonns 
recorded at two receivers for a single hit rather than using 
the difference in direct travel times from two separate 
hits. Since a single hit is involved, any problems which 
may arise from the use of two separate hits with the 
pseudo-interval technique are eliminated. Finally, the ap­
plication of inversion methods to the reduction of 

downhole data is a technique which has just been adapted 
to downhole tests for engineering purposes. Inversion 
methods retain the ease of direct travel time measure­
ments as well as the accuracy of interval measurements. 
Mok (1987) provides a detailed explanation of inversion 
procedures. 

One advantage of the downhole method with respect 
to the crosshole method is the simplicity and ease of use 
of surface sources in downhole testing. Liu et al (1988) 
have developed an air-powered source capable of gener­
ating strong, repeatable shear waves for downhole test­
ing. Another improvement in the downhole method has 
come through the use of geophones incorporated into 
cone penetrometers as mentioned in the section on 
crosshole testing (Robertson et al, 1985). Use of the 
cone penetrometer eliminates the need for a cased bore­
hole as well as improves the coupling between the soil 
and the receiver. 

The primary disadvantage of the downhole method is 
the lack of penetration caused by the attenuation of high­
frequency waves with depth. This limitation will un­
doubtedly be overcome as more powerful sources are de­
veloped (Liu et al, 1988). Another disadvantage is 
encountered when using compression waves and cased 
boreholes in the downhole method. Because compression 
waves often travel down the casing and arrive at the loca­
tion of the receiver prior to compression waves travelling 
through the soil, the method cannot be relied upon to give 
accurate results in this situation. 

In summary, both the crosshole and downhole meth­
ods (crosshole in particular) are well-developed seismic 
methods which can be used to provide reliable velocity 
and modulus profiles under a wide variety of site condi­
tions. 

2.3.4 SURFACE WAVE METHODS 

Surface wave measurements have long been used by 
seismologists to estimate the structure of the earth using 
surface waves generated by earthquakes and nuclear ex­
plosions. However, the use of surface waves by engi­
neers for near-surface measurements of wave velocities 
and moduli has not been nearly as popular as the seismic 
methods described in the previous sections. One possible 
reason for this is that, in the past, measurements using 
surface waves have involved bulky field equipment and 
empirical data analysis procedures which often resulted in 
significant errors. Until recently (late 1970's), the com­
puters and dedicated field instrumentation which bad the 
power to solve these problems were not readily available 
to implement more theoretically correct data analysis and 
reduction procedures. In the paragraphs which follow, a 
brief discussion of surface wave testing and the relative 
advantages and disadvantages of surface wave methods 
are presented. A more detailed discussion of surface 
wave methods is reserved for Chapter 3 because these 



methods are the focus of this report. (Although the term 
surface wave may mean either Rayleigh or Love waves, 
Rayleigh waves are used exclusively in this report be­
cause Love waves do not exist in many soil profiles of 
interest to geotechnical engineers.) 

A simplified example of the test configuration nor­
mally used for surface wave testing is presented in Fig 
2.8. As indicated in the figure, all measurements are per­
formed from the surface, eliminating the need for bore­
boles. Before the advent of sophisticated field instrumen­
tation, tbe source was restricted to electromechanical 
vibrators operating at discrete frequencies. With the de­
velopment of advanced signal recording and processing 
equipment, the source may now be an impact-type source 
such as a simple hammer or drop weight or an electrome­
chanical or rotating mass vibrator with much more com­
plex waveforms than the fixed-frequency sine waves used 
previously. (An in-depth comparison of the various type 
of sources is the subject of Chapter 5.) Velocity trans­
ducers (geophones) or accelerometers are usually em­
ployed as receivers. Surface waves generated by the 
source are monitored as they pass the receivers and are 
recorded on a dual-channel FFf analyzer with which the 
propagation velocity of surface waves of various frequen­
cies is determined. Profiles of moduli and wave velocity 
may then be calculated using a procedure called inver­
sion. Details of these procedures are discussed further in 
Chapter 3. 

Surface wave testing combines many of the advan­
tages of the other seismic methods presented earlier. Per­
haps the most important advantage is that surface wave 
testing involves surface measurements of the predomi­
nant wave type generated by a source on the surface. 
Measurements made from the surface, aside from the fact 
that the expense and time required for boreholes are 
eliminated, make it possible to test hard-to-sample mate­
rials (e.g. gravels and loose sands) or perform tests on 
profiles such as pavements where nondestructive methods 
are a practical requirement (Stokoe et al, 1988, and 
Nazarian et al, 1983). Because surface waves are the 
predominant type of wave generated by a vertically-act­
ing load on the surface, they are the most easily measured 
type of wave. The distribution of energy among the three 
types of waves for a vertically-acting source on the sur­
face of a uniform half-space is given in the following 
table (Miller and Pursey, 1955): 

TABLE 2.1. DISTRmUTION OF WAVE ENERGY 
GENERATED BY A VERTICAL SOURCE 
ACTING ON A UNIFORM HALF SPACE 

Wave Type 

Surface (Rayleigh) 
Shear 
Compression 

Total Energy 
(%) 

67 
26 
7 
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V2 

Fig 2.8. Typical test configuration used in 
surface wave (SASW) testing. 
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In addition, it can be shown (Ewing et al, 1957) that the 
geometric attenuation is much less for surface waves than 
for body waves. Along the surface of a half-space at 
large distances from the source (more than about two 
wavelengths), surface waves attenuate in proportion to 
r 0·5 whereas body waves attenuate in proportion to r2. 
Other advantages of surface wave methods include the 
potential for very rapid testing and complete automation 
and the ability of method to be successfully used at sites 
where stiff layers are underlain by softer layers (e.g., 
pavement sites). 

Disadvantages associated with surface wave testing 
lie primarily in the complexity of data analysis and re­
duction procedures. However, as field instrumentation 
and computers become more powerful as well as por­
table, these disadvantages are quickly being overcome. 

In short, methods based upon surface waves possess 
many of the advantages of other seismic methods and 
very few of the disadvantages. As methods based on sur­
face waves become more oriented to production type test­
ing rather than research applications, the acceptance of 
these methods by geophysical engineers will undoubtedly 
increase. 

2.4 ENGINEERING APPLICATIONS OF 
SEISMIC METHODS 

The information provided by seismic tests has found 
increased use by engineers for a wide variety of purposes. 
In this section several of the more common uses of seis­
mic test results are briefly discussed. 

2.4.1 PROFJUNG OF STRUCTURAL 
FEATURES 

The first uses of seismic methods (refraction in par­
ticular) were to extrapolate soil stratigraphy away from 
borings or to locate the soil-rock interface. In fact, these 
are still the only applications of seismic testing presented 
in many undergraduate engineering texts (e.g., Peck et al, 
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1974). More recent uses of seismic methods which fall 
into the category of structural proftling include tunnel 
and void detection smveys (Powers, 1984). 

2.4.2 PROPERTY DETERMINATION FOR 
DYNAMIC ANALYSES 
One of the most widespread uses of seismic tests has 

been to determine dynamic soil properties for dynamic 
soil-structure interaction problems. More specifically, 
low-amplitude shear modulus is an important input pa­
rameter in the design of dynamically-loaded machine 
foundations (Richart et al, 1970, and Gazetas, 1982), re­
sponse of structures to earthquake loads (ASCE, 1979), 
and in the analysis of liquefaction susceptibility using the 
strain-based approach (Dobry et al, 1981). 

2.4.3 NONDESTRUCTIVE TESTING OF 
PAVEMENT SYSTEMS 

Seismic methods can provide a means of evaluating 
the structural integrity of pavement systems to determine 
the load-carrying capacity or remaining service life of 
pavements. A practical requirement of all methods used 
to evaluate the integrity of pavements is that the method 
be nondestructive. Nondestructive testing minimizes the 
interruption to traffic and permits the number of tests to 
be maximized because of the relatively short time needed 
to perform a single test. Furthermore, nondestructive 
testing permits sites to be reoccupied in the future for 
studies involving measurements made over a period of 
time. 

One of the key parameters used in pavement evalua­
tion is the modulus of each layer (including the subgrade) 
in the pavement profile (Haas and Hudson, 1978). The 
most commonly used methods used to determine the stiff­
ness of layers within the pavement profile are the 
Dynaflect and Falling Weight Deflectometer (FWD). 
Both of these testing techniques utilize a dynamic load 
which causes the pavement to deflect. These deflections 
are measured by sensors located at preselected distances 

Fig 2.9. Variation of normalized shear modulus with 
shear strain for sands (after Seed and ldriss, 1970). 

from the point on the pavement where the load is applied. 
Using linear, elastic theory, the moduli of the layers 
within the pavement system are back-calculated from the 
measured deflections. 

Seismic methods are being developed as alternatives 
to deflection-based methods. Since seismic methods 
measure the stiffness directly (via the wave velocity), 
they are well-suited for determining the stiffness of layers 
in the pavement. Because a nondestructive test method is 
a practical requirement for the reasons discussed previ­
ously, surface wave methods are particularly useful as 
pavement evaluation tools. Uniike deflection-based 
methods, seismic methods can be used directly on the 
subgrade in addition to the pavement surface layer. This 
permits detailed modulus profiles to be obtained during 
each phase of pavement construction. 

2.4.4 DETERMINATION OF DEFORMATION 
PARAMETERS 

One area of research which has received attention for 
many years in geotechnical engineering is the develop­
ment of constitutive models for soils. The results of seis­
mic tests can provide valuable information in formulating 
these models. As discussed in Chapter 1, seismic mea­
surements can be used to determine the initial slope 
(modulus) of the stress-strain curve. Initial shear modu-

lus, Go. can be calculated using the measured shear wave 
velocity. If compression waves are used in unsaturated 
soils (Sr < 99.5%), the initial constrained modulus, Mo. is 

determined. Go and Mo are important reference values in 
evaluating values of shear and constrained moduli, re­
spectively, at levels of strain larger than those encoun­
tered in seismic testing (as illustrated in Fig 1.4). Once 
deformation parameters can be reliably estimated in the 
working strain range, it will become possible to develop 
alternatives to limit equilibrium design procedures which 
will be based upon allowable deformations. 

One example of how small-strain shear modulus can 
be included in models of soil behavior has been presented 
by Hardin and Dmevich (1972). Hardin and Dmevich 
have proposed a modified hyperbolic relationship be­
tween shear stress and shear strain which takes the fol­
lowing form: 

G = Go I (1 + y/yr[l + a-exp(-b(y/yr))D (2.1) 

where 

G = shear modulus at a given shear strain y, 
Go = small-strain shear modulus, 

y = shear strain, 
Yr = reference shear strain, tmaxiGo, 

tmax = shear stress at failure, and 
a, b = material parameters. 

Relationships such as this can be used to estimate shear 
stress-shear strain curves in the working strain range. 



Another approach for using small-strain shear modu­
lus to estimate larger-strain behavior has been suggested 
by Seed and Idriss (1970). In this method, the variation 
of shear modulus with strain is determined using labora­
tory specimens or is estimated by empirical means. 
These results are plotted in the form of normalized shear 
modulus, G/Go. versus the logarithm of shear strain, y, 
where Go is the small-strain shear modulus, y is shear 
strain, and G is the secant modulus at a shear strain equal 
to y. A typical relationship for sand is shown in Fig 2.9. 
The in situ value of Go is evaluated using seismic meth­
ods and is combined with the relationship in Fig 2.9 to 
calculate G at any level of strain. 

Both the Hardin and Dmevich (1972) and Seed and 
Idriss (1970) approaches are well established methods 
which are widely used in geotechnical and earthquake en­
gineering to evaluate the dynamic response of 
geotechnical materials. 

2.5 SUMMARY 
Seismic methods are finding increased use in civil 

engineering for a variety of purposes ranging from 
structural profiling to property evaluation. Seismic 
methods generally can be divided into two groups: 
methods based on body (compression and shear) waves 
and methods based on surface (Rayleigh) waves. Surface 
refraction was the first seismic method to be used 
extensively in civil engineering but suffers from a 
number of disadvantages which prevent its use at a large 
number of geotechnical sites and at all pavement sites. 
The most important of these limitations is the inability of 
the method to locate low-velocity layers underlying 
higher-velocity layers. Reflection methods have been 
developed primarily for use in the petroleum industry but 
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have recently been adapted to meet the needs of 
engineers. However, reflection methods still have several 
drawbacks, such as the problem of distinguishing 
reflected wave arrivals in the midst of other wave 
arrivals, which may make their application to engineering 
problems difficult. Body wave methods such as the 
crosshole and downhole tests which make use of 
boreholes have proven to be reliable methods of seismic 
testing. Unfortunately, the need for boreholes sometimes 
makes these methods either too expensive and time 
consuming to use or extremely difficult to use when site 
conditions prevent the installation of boreholes. The 
crosshole method has been used to a limited extent at 
pavement sites primarily for research purposes. 

Methods based upon surface waves offer several im­
portant advantages (e.g., surface measurements of the 
predominant wave type) with respect to other methods. 
Although surface wave techniques generally require more 
complex data analysis procedures than do body wave 
methods, this disadvantage will diminish in importance as 
field instrumentation and computers become more power­
ful as well as portable. A complete description of a rela­
tively new surface wave method, the Spectral-Analysis­
of-Surface-Waves method, is presented in Chapter 3. 

The uses of seismic testing in civil engineering range 
from relatively straightforward applications such as pro­
flling of structural features to more advanced applications 
including in situ measurement of soil properties for dy­
namic analyses and determination of deformation param­
eters for use in constitutive modeling of soils and pave­
ment materials. The number of uses will continue to 
grow as the ability to determine more detailed (i.e., two­
and three-dimensional) proftles is developed and the de­
mand for nondestructive test methods increases. 



CHAPTER 3. THE SPECTRAL-ANALYSIS-OF­
SURFACE-WAVES TEST METHOD 

3.1 INTRODUCTION 
Engineering seismic methods based upon surface 

waves were introduced in Chapter 2 as an alternative to 
other seismic methods. One advantage of surface wave 
methods is that all measurements are performed from the 
ground surface, thereby eliminating the expense and time 
required to install boreholes. Another advantage is that 
surface waves are the predominant wave type generated 
by a vertically-acting source on the surface and, there­
fore, are the most easily measured type of wave in terms 
of signal-to-noise ratios. The primary disadvantage asso­
ciated with surface wave testing is the complexity of the 
data processing procedures. 

The Spectral-Analysis-of-Surface-Waves (SASW) is 
a relatively new seismic method which has evolved 
within the last ten years. In that period of time, it has 
been used extensively. to evaluate stiffness profiles at soil 
sites (e.g., Stokoe and Rix, 1988), to test pavement sys­
tems nondestructively (e.g., Nazarian et al, 1983) and to 
profile sites consisting of hard-to-sample materials such 
as gravelly deposits and debris blockages (e.g., Stokoe et 
al, 1988). 

A comprehensive review of the SASW method will 
be presented in this chapter. Topics to be discussed in­
clude the nature of surface wave propagation and associ­
ated dispersion and various aspects of the SASW method 
such as field testing, dispersion calculations and inversion 
methodology. A summary of the predecessor to the 
SASW method, the steady-state Rayleigh wave method, 
is also presented so that one can better understand the re­
cent advances in surface wave testing. 

lnslanlaneous particle velocity 

3.2 SURFACE WAVE PROPAGATION 
AND DISPERSION 

To understand how surface waves can be used to de­
termine the shear wave velocity profiles of geotechnical 
and pavement sites, it is ftrSt necessary to understand the 
nature of surface wave propagation in a layered half 
space. Unlike shear and compression waves which 
propagate along a spherical wave front, surface waves 
propagate along a cylindrical wave front as they spread 
out from the source. For most applications (including 
SASW testing) only plane surface waves are considered. 
The simplicity and convenience of working with plane 
waves far outweighs the slight loss in accuracy by not 
considering more complex forms of wave motion (Aki 
and Richards, 1980, and SM!chez-Salinero, 1987). 

A plane surface wave has two components of mo­
tion: a vertical component and a radial component. A 
conceptual view of the displacements associated with sur­
face wave propagation is presented in Fig 3.1. The verti­
cal and radial motions combine to form an elliptical par­
ticle path as shown in the figure. A more detailed figure 
showing the variation of normalized vertical and radial 
displacement with normalized depth for various values of 
Poisson's ratio, v, is shown in Fig 3.2. One important 
feature of surface wave propagation which may be ob­
served in Fig 3.2 is the exponential decay of particle dis­
placements with depth. Another feature which should be 
noted is that the particle displacements extend to greater 
depths as the wavelength increases. Both of these fea­
tures contribute to the dispersive nature of surface waves 
as discussed below. 

Direction of wave propagation 

····--·-··· / ·- -·· ... . -------· ······· Displacement vectors 

•• ···-····· 
····----- . --------····· ----------···· ••••••••••• 

·-----------····------------·-··--·-· ··········-

Fig 3.1. Conceptual view of surface wave propagation in a half space (from Fung, 1965). · 
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A dispersive wave is one in which the velocity of 
propagation of the wave varies with the frequency or 
wavelength. (The velocity of propagation of a surface 
wave is often called the phase velocity, the apparent ve­
locity or the apparent phase velocity. Phase velocity is 
used herein. Furthermore, the terms frequency and wave­
length are used interchangeably since they are so closely 
related.) Surfacewaves in a layered half space are dis­
persive waves. Th illustrate this behavior, consider the 
three examples shown in Figs 3.3 through 3.5. In Fig 3.3 
the variation of phase velocity with wavelength (i.e., a 
dispersion curve) is shown for a uniform half space (i.e., 
V s constant). For this case, surface waves are 
nondispersive (i.e., constant phase velocity) because all 
surface waves sample the same, uniform material, regard­
less of their wavelength. In Fig 3.4 the shear wave ve­
locities of the layers in the proftle increase with depth as 
shown in the inset of the figure. Many soil or rock sites 
exhibit this type of profile. The resulting surface wave 
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dispersion curve contains phase velocities which increase 
as the wavelength increases. This phenomenon occurs 
because as the wavelength increases the surface waves 
penetrate into layers with increasingly greater shear and 
compression wave velocities and the phase velocity in­
creases as a result of the influence of these layers. (As 
discussed in Section 2.2, the phase velocity is a complex 
function of the shear and compression wave velocities of 
each of the layers in a layered half space.) Finally, the 
surface wave dispersion which results from a layered pro­
file in which the shear wave velocities of the layers de­
crease with depth is shown in Fig 3.5. A common ex­
ample of this type of proftle is a pavement structure. The 
phase velocity decreases with increasing wavelength be­
cause the waves are influenced by layers with smaller 
shear and compression wave velocities as the wavelength 
increases. 

The dis~ive nature of surface wave propagation in 
a layered half space forms the basis of the SASW 
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Surface Wave Phase \klocity 

Profile 

Fig 3.3. Surface wave dispersion in a uniform 
half space. 

Surface Wave Phase \klocity 

Profile 

Fig 3.4. Surface wave dispersion in a layered half 
space in which velocity increases with depth. 

Surface Wave Phase \klocity 

Fig 3.5. Surface wave dispersion in a layered half 
space in which velocity decreases with depth. 

method. The objective in surface wave testing is to make 
experimental measurements of surface wave dispersion at 
geotechnical and pavement sites and to then estimate the 
shear and compression wave velocities of the layers in 
the profile using the complex relationship between the 
surface wave phase velocity and the shear and compres­
sion wave velocities of the layers. This back-calculation 
step, more properly called inversion, is conceptually il­
lustrated in Fig 3.6. Several different algorithms are 
available to use in the inversion process. The firSt inver­
sion algorithms used in engineering surface wave testing 
were empirical methods based upon observed relation­
ships between surface wave dispersion and various types 
of material profiles. More modem, theoretically-based 
algorithms are currently used in SASW testing. Detailed 
descriptions of both methods of inversion are discussed 
later. 

There are two basic assumptions made when utiliz­
ing the SASW method to determine the wave velocity 
profiles at geotechnical and pavement sites. The frrst as­
sumption is that the only type of wave measured in the 
field is a plane surface wave. The effect of body waves 
on the measured surface wave dispersion is explicitly ig­
nored in the SASW method as it exists at the present 
time. SAnchez-Salinero (1987) studied the implications 
of this assumption and determined that the effect of ig­
noring body waves is relatively minor as long as the 
spacing between the source and the frrst receiver relative 
to the wavelength is maintained within certain limits as 
discussed in Section 3.4.2. The second assumption is that 
only frrst mode (fundamental mode) surface wave energy 
is measured in the field. Surface waves generally consist 
of the summation of many modes of propagation. How­
ever, the firSt mode usually dominates when the source is 
located on the surface. An experimental assessment of 
the contribution of different modes of propagation to the 
overall surface wave motion is the subject of Chapter 6. 

3.3 STEADY-STATE RAYLEIGH WAVE 
METHOD 

The steady-state Rayleigh Wave method is the prede­
cessor of the SASW method. The steady-state method is 
performed by placing a vertically-acting vibrator on the 
ground surface and operating the vibrator at a discrete 
frequency, f. A vertical receiver is moved away from the 
source along the ground surface until successive positions 
are found at which the vertical motion is in phase with 
the vibrator as shown in Fig 3. 7. The distance between 
any two adjacent receiver positions is the wavelength, lR, 
of the surface wave at that frequency. The distance from 
the source to several of the in-phase points is plotted as 
shown in Fig 3.8 to determine the average wavelength at 
each frequency. The phase velocity, VR, of the surface 
wave may then be calculated using the expression: 
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Phase Velocity Shear Wave Velocity 

Fig 3.6. Conceptual illustration of the inversion process. 

(3.1) 

These steps are repeated for different discrete frequencies 
until a complete dispersion curve has been generated. 
Field measurements using the steady-state method are 
very time consuming because of the time required to per­
form the test for each frequency and the large number of 
points required to defme a dispersion curve adequately. 

Inversion of the measured surface wave dispersion 
data in the steady-state method is performed using an em­
pirical procedure. In this procedure it is assumed that 
most of the surface wave energy is contained in the upper 
one-half to one-third wavelength (as illustrated in Fig 3.2 
for a uniform half space) (Gazetas and Yegian, 1979). 
Therefore, it is also assumed that the phase velocity de­
termined at a particular wavelength is representative of 
the material properties at a depth equal to one half (or 
one third) of the wavelength. In equation form: 

(3.2) 

where z denotes depth. Shear wave velocity is derived 
from the phase velocity using: 

(3.3) 

since the shear wave velocity is about 10 percent greater 
than the Rayleigh wave velocity in a uniform half space. 
(The actual ratio ofYsNR depends on Poisson's ratio and 
varies from 1.05 to 1.14. Considering the empirical na­
ture of the inversion process, this minor variation is often 
ignored and a value of 1.1 is used.) Even though pave­
ment systems and most geotechnical profiles do not con­
sist of uniform half spaces, this approximation is still 
used in this crude inversion procedure. 

This empirical method of inversion appears to work 
reasonably well for sites at which the properties vary 
gradually with depth or are very uniform (Heukelom and 
Foster, 1960; Fry, 1963; and Ballard, 1964). However, 
this method can lead to significant errors at sites where 

Oscilloscope 

Fig 3.7. Dlustration of the experimental procedure 
used with the steady-state Rayleigh wave method 

{after Richart et al, 1970). 
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Fig 3.8. Determination of the average wavelength 
{after Richart et al, 1970). 
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these conditions do not exist. An example of this 
situation is a typical pavement profile where the contrast 
in stiffness between the pavement surface layer and the 
underlying base and subgrade materials is large. 
Theoretically-based inversion methods used with the 
SASW method overcome these limitations and allow 
surface wave testing to be performed at a wide variety of 
sites. These inversion methods are presented and 
discussed in Section 3.4.3. 

The steady-state Rayleigh wave method was used in 
the late 1950's and early 1960's by researchers in the 
United States and England (Jones, 1958 and 1962; 
Heukelom and Foster, 1960; Fry, 1963 and 1965; Ballard, 
1964; and Ballard and Casagrande, 1967). Unfortunately, 
the method never gained widespread acceptance due to 
the time-consuming test procedure involved and the em­
pirically-based inversion algorithm. 

3.4 SPECTRAL-ANALYSIS-OF-SURFACE­
WAVES METHOD 

Two factors led to the development of the SASW 
method in the late 1970's. The frrst of these factors was 
the availability of portable, digital electronic equipment 
which could be used to reduce the time required to per­
form field testing using the steps outlined in the follow­
ing sections. The second factor was the increased avail­
ability of high-speed computers which could be used to 
implement theoretically-based inversion algorithms. 
These factors enabled the deficiencies of the steady-state 
Rayleigh Wave method to be overcome and have made 
the SASW method a viable engineering seismic method. 
SASW testing can be divided into three phases: (1) field 
testing, (2) dispersion calculations, and (3) inversion. In 
the following sections a detailed discussion of each of 
these phases of the SASW method is presented. 

Portable ~ r::.::'l , ...... ~ Micro- ~ ~ 
Computer 

D(variable) 

Dynamic 
Signal 
Analyzer 

Fig 3.9. Conf.guration of equipment used in SASW 
testirtg. 

3.4.1 FlEW TESTING 
Field testing is one of two areas of surface wave test­

ing (inversion is the other) where the greatest improve­
ments have been made with respect to the steady-state 
method. These improvements have come in the form of 
sophisticated field instrumentation capable of performing 
real-time signal processing functions in the field as dis­
cussed below. 

Equipment 
The general configuration of source, receivers and 

recording equipment typically used in SASW testing is 
shown in Fig 3.9. A wide variety of sources bas been 
used to generate surface wave energy over the desired 
frequency range. The most common types of sources 
used to date have been simple hammers or dropped 
weights which impact the ground surface .and create a 
transient wave containing a broad range of frequencies. 
These sources, in addition to being reasonably portable, 
have worked well at numerous sites. There have been 
times, however, when impact-type sources have not been 
able to generate sufficient surface wave energy. In these 
cases, a source which approximates random noise excita­
tion bas worked well. A bulldozer or other piece of 
heavy construction equipment which simply idles in 
place or moves back and forth within a small area is, in 
fact, a good source of surface wave energy which ap­
proximates random noise. A detailed look at the variety 
of sources which are available for use in surface wave 
testing and the relative merits of each is the subject of 
Chapter 5. 

The receivers which are used in SASW testing de­
pend on the range of frequencies which will be used to 
profile the site. At most "soil" sites, where the objective 
is to develop a profile to depths of 50 to 200ft (15 to 60 
m), the frequencies used range from several hertz to sev­
eral hundred hertz. In this case, vertical velocity trans­
ducers with a natural frequency of 1 Hz (Mark Products 
L-4C) have performed very well. An outstanding feature 
of these geophones is their large calibration constant 
(= 10 volts/in./sec or 4 volts/em/sec) which allow small 
amplitudes of motion to be accurately measured. The 
maximum frequency at which the 1-Hz geophones may 
be used is about 300 Hz. Piezoelectric accelerometers 
(PCB Model 308B02) are typically used at sites where 
the objective is to determine a detailed profile only 
within the frrst few feet or meters and high frequencies 
(i.e. 1 kHz to 50 kHz) must be used. (This situation is 
the case for most pavement proftles.) In addition, accel­
erometers have been employed at sites where the receiv­
ers must be oriented in a position other than vertical such 
as on the wall of a tunnel. Velocity transducers with a 
natural frequency of 4.5 Hz have been found to work 
well when intermediate frequencies (100Hz to 3,000 Hz) 
are used. 



The recording equipment currently available for use 
in surface wave testing represents the single largest im­
provement over the equipment available for use in the 
late 1950's and early 1960's when the steady-state 
method was developed. Rather than using discrete fre­
quencies to excite surface waves, impact, random noise 
or swept-sine sources may now be used resulting in a 
substantial decrease in the time needed for field testing. 
The use of sources such as these requires a portable freld 
instrument which can perform frequency domain calcula­
tions (desaibed in the next section) in real time. The in­
strument which has been used at The University of Texas 
for the past several years is a Hewlett-Packard Model 
3562A Dynamic Signal Analyzer. The 3562A is a dual­
channel Fast Fourier Transform (FFf) analyzer with a 
number of desirable features including a built-in source 
channel, waveform math and extensive control over input 
setup such as averaging and windowing. 

Finally, a personal computer is connected to the dy­
namic signal analyzer via the GPIB (IEEE 488) interface 
bus to permit data to be transferred to the computer 
where the dispersion calculations (described in Section 
3.4.2) are performed. This may either be done in the 
field using a portable computer or in the office using a 
desktop machine. Although portable computers have not 
been used extensively in the field to date, it is anticipated 
that the ability to calculate dispersion curves in tl1e field 
will improve the quality of SASW test results by provid­
ing immediate feedback to the operator about the 
progress of the test. 

Test Procedure 
The general configuration of source and receivers 

used in SASW testing is presented in Fig 3.9. In theory, 
it shnuld be possible to perform the entire test using one 
receiver spacing (D = d2- d1 in Fig 3.9). However, prac­
tical considerations such as wave attenuation during 
propagation dictate that several different receiver spac­
ings must be used and the results combined to evaluate 
each site. Receiver spacings which are typically used at 
soil sites range from 4 ft to 128 ft (1 m to 40 m). At 
pavement sites, spacings from 0.25 ft to 16ft (0.1 to 5 m) 
are usually employed. 

The source is usually placed such that the distance 
·from the source to the first receiver (d1 in Fig 3.9) is 

equal to the distance between receivers (d2- d1 in Fig 

3.9) resulting in a ratio of d21d1 equal to two. SW1chez­
Salinero et al (1988) analytically studied the effects of 
various ratios of d2/d1 on the measured dispersion curve 

and determined that d21d1 = 2 was a good compromise 
·between theoretical considerations, such as the reduction 
·Of near-field effects, and practical considerations, such as 
wave attenuation. 

To begin a test, an imaginary centerline is established 
which will remain fixed throughout the test. The 
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receivers are placed equidistant from the centerline with 
the desired distance between the receivers for the first 
spacing. The source is then placed such that d2/d1 = 2 as 
discussed above. This arrangement is illustrated in Fig 
3.10a. After obtaining data with this arrangement using 
procedures presented in the following paragraphs, the 
location of the source is reversed with respect to the 
receivers as shown in Fig 3.10b, and measurements are 
made using this arrangement. Once this has been 
completed, the source and receivers are moved to the 
next receiver spacing keeping the imaginary centerline 
midway between the receivers (Fig 3.10c). Finally, the 

a. 

b. 
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Fig 3.10. Arrangement of source and receivers 
iUustrating the common receiver 

midpoint geometry. 

source is once again reversed with respect to the 
receivers as shown in Fig 3.10d. This procedure is 
continued until the final receiver spacing has been 
completed. Generally, each new receiver spacing is twice 
that of tl1e previous spacing. This arrangement of source 
and receivers is called the common receiver midpoint 
geometry (Nazarian, 1984) and has been found to work 
well for SASW testing. Other arrangements are, of 
course, possible if space limitations or other 
considerations prevent this geometry from being used. 

For each source-receiver configuration, surface 
waves are generated by striking the ground with a 
hammer or dropped weight or by using one of tl1e other 
types of sources available (see Chapter 5). An impact­
type source (i.e., hammer or dropped weight) is used in 
the following exam'ple since it has been the most 
common type of source used to date. The surface waves 
resulting from the impact are sensed by the two receivers 
as they propagate away from the source, and the signals 
are recorded on the dynamic signal analyzer. Typical 
time histories, denoted YI(t) and Y2(t), are shown in Fig 
3.11 for receivers 1 and 2, respectively. Although at ftrst 
it appears that the resolution in the time domain is poor 
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because the actual impulse occupies such a small fraction 
of the total time length, in fact, the mathematics of the 
FFf govern the total time length, and the resolution of 
the time records is more than adequate. To aid in 
understanding the nature of the time records, an expanded 
view of the records is presented in Fig 3.12. At this 
point, the operator may choose to accept or reject these 
time signals after viewing them on the display of the 
dynamic signal analyzer. Acceptable signals usually are 
very similar to those shown in Fig 3.11. These signals 
are characterized by an initial quiet period followed by 
the arrival of the impulse after which the ground surface 
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Fig 3.11. Typical time histories resulting from an 
impact-type source; source is a 500-lb (2.2·kN) 

weight dropped 6 ft (2 m) and receivers are 
l·Hz geophones placed 26ft (8 m) apart. 
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Fig 3.12. Expanded view of time histories from an 
impact-type source. 

returns to its at rest position. Possible reasons for 
rejecting signals include the presence of extraneous noise, 
a "double hit," etc. 

Once the operator has insttUcted the dynamic signal 
analyzer to accept the signals, the analyzer performs an 
FFT on both signals. The results are the linear spectra, 
Yt(O and Y2(0, of Yt(t) and Y2(t), respectively. Yt(O 

and Y 2<0 are complex functions of frequency. The linear 
spectra are, in turn, used to calculate the cross power 
spectrum, coherence function and the auto power spectra 
of each receiver using the following relationships: 

where 

Gyty2 = Y 1 (0* • Y 2<0. (3.4) 

Gytyl = Y t<O* • Y t<O. 

Gy2y2 = Y2(0• • Y2(0, and 

(3.5) 

(3.6) 

Yyty22 = 1Gyty212/(Gytyl • Gy2y2) (3.7) 

Gyty2 = cross power spectrum between 
Receivers 1 and 2, 

Gylyl = auto power spectrum of Receiver 1, 
Gy2y2 = auto power spectrum of Receiver 2, 
Yyly22 = coherence function between Receivers 

1 and 2, 
• 

II 
denotes the complex conjugate, and 
denotes the magnitude of a complex 
number. 

It must be emphasized that all of these calculations are 
perfonned by the dynamic signal analyzer in real time 
and the results are immediately displayed on the screen 
of the analyzer. The ability to perfonn these calculations 
in the field is an essential part of SASW testing which 
pennits the operator to monitor the progress of the test 
and thereby adjust any of the test parameters (type of 
source, receiver spacing, frequency range, etc.) to obtain 
the best possible results. 

The impact is repeated and the results of the above 
calculations are averaged together with the results of pre­
vious impacts until a sufficient number of averages (usu­
ally five or more) have been obtained for each source-re­
ceivers configuration. Averaging is perfonned using the 
linear spectra of the signals rather than the time signals 
themselves because this eliminates the need for a syn­
chronous trigger. Averaging in the frequency domain 
provides a statistical estimate of the spectra (i.e., eacb 
successive average reduces the variance of the calculated 
quantity) but does not improve the signal-to-noise ratio of 
the signals (Hewlett-Packard, 1982). Typical results are 
shown in Fig 3.13 which were obtained using a 52-ft (16-
m) receiver spacing and five averages. The quantity dis­
played in Fig 3.13a is the phase of the cross power spec­
trum, denoted 9yty2• which is calculated: 



where 

9yty2 = tan-1(lm(Gy1y:z)IR.e(Gyty2)) (3.8) 

lm( ) denotes the imaginary part of a · 
complex number, and 

Re() denotes the real part of a complex 
number. 

The phase of the cross power spectrum (instead of the 
magnitude) is used to calculate the phase velocity as dis­
cussed in the next section and is, therefore, of more inter­
est than the magnitude. 

This process (which takes only several minutes to 
perform) is repeated for each source-receivers combina­
tion (see Fig 3.10). The cross power spectrum, coherence 
function and auto power spectra can be considered the 
"raw" data in SASW testing. 

One of the. advantages of the SASW method with re­
spect to the steady-state method should now be apparent. 
With only several impacts from a hammer or dropped 
weight, it is possible to generate information over a broad 
range of frequencies rather than using discrete frequen­
cies as in the steady-state method. This, in turn, makes it 
possible to determine more accurate wave velocity pro­
files. 

3.4.2 DISPERSION CALCULATIONS 
The next step in performing a surface wave test is to 

calculate the experimental dispersion curve using the data 
obtained from the various receiver spacings. For this 
purpose, the phase of the cross power spectrum is the 
most important of the records shown in Fig 3.13. The co­
herence function and the auto power spectra are used to 
help the operator decide what portions of the phase 
record may be contaminated by noise or spurious reflec­
tions or may be of poor quality because of low signal 
strength over part of the record. In a noise-free, linear 
system, the coherence function between receivers will be 
equal to one. If the coherence function is less than one, 
there are two possible explanations: (1) there is noise 
present in the measurement and/or (2) there are 
nonlinearities in the system (i.e., material profile) relating 
the two receivers (Bendat and Piersol, 1980). A study of 
the relationship between phase and coherence for a 
propagation model containing noise is presented in Ap­
pendix A. The auto power spectra can be used to deter­
mine what portion of the measured frequency range con­
tained significant surface wave energy. Frequency ranges 
in which the auto power spectra contains relatively little 
energy might possibly coincide with ranges that are con­
taminated with noise because of low signal amplitudes. 

The phase of the cross power spectrum shown in Fig 
3.13a is reproduced in Fig 3.14. Frequencies less than 
1.6 Hz have been removed from consideration (indicated 
by the cross hatching) because of the poor coherence (see 
Fig 3.13b). In this case the poor coherence probably re­
sults from noise in the measurement caused by low signal 
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strength in that frequency range (see Fig 3.13c and d). 
The remainder of the record is used to calculate the ex­
perimental dispersion curve for this receiver spacing. 
(Additional editing to remove possible near-field effects 
is discussed later in this section.) 

Before describing how the surface wave phase veloc­
ity is calculated, it is important to note the form in which 
the phase in Fig 3.14 has been plotted. The phase has 
been plotted from -180° to 180° and is called wrapped 

a. Phase of the Cross Power Spectrum 

(]tttlttll 
0 16 

b. Coherence Function 

:w.rn·J 1111-rn 
0 16 

c. Auto Power Spectrum of Receiver 1 

~~:~ 
0 

1111111 ~ 
0 16 

d. Auto Power Spectrum of Receiver 2 

1:1t111111 jj 
-1200 

Frequency (Hz) 16 

Fig 3.13. Typical spectral functions obtained during 
SASW testing (receiver spacing = 52 ft (16 m). 

Frequency (Hz) 

Fig 3.14. Editing the phase or the cross power 
spectrum shown in Fig 3.13a. 
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phase. To unwrap the phase, each segment is placed end­
to-end as shown schematically in Fig 3.15. It is the lDl­

wrapped phase which is used to calculate the phase ve­
Jocity. 

The time delay between receivers as a function of 
frequency, t(f), is calculated using: 

t(f) = 9yty2(f)/(360°. f) (3.9) 

where 9yly2(0 is expressed in degrees. The surface 
wave phase velocity as a function of frequency is then 
detennined using: 

(3.10) 

The fmal step in calculating the surface wave dispersion 
curve is to detennine the corresponding wavelength us­
ing: 

(3.11) 

Consider as an example the point designated as 
"Point 1" in Fig 3.14. Point 1 is at 9.6 Hz and has a 
phase equal to 720° (180° + 360° + 180°). By using Eq 
3.9, the time delay between receivers at this frequency is 
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Fig 3.15. Dlustration of the unwrapping process applied to the phase of the cross power spectrum (from Sheu, 1987). 



208.3 msec. The distance between receivers is 52 ft (16 
m) which results in a phase velocity (Eq. 3.10) of 250 ftl 
sec (77 m/sec). Finally, the corresponding wavelength 
from Eq. 3.11 is 26 ft (8 m). This series of calculations is 
repeated for each frequency in the phase record (except 
for those frequencies which have been removed from 
consideration by the operator because of noise, etc). 
These calculations are performed using an interactive 
program on the microcomputer once the data has been 
mmsferred to the computer. 

Wavelengths longer than three times the distance 

from the source to the first receiver OR > 3dt) are re­
moved from the experimental dispersion curve to elimi­
nate any significant near-field effects (SWichez-Salinero, 
1987). Although SWichez-Salinero recommended that 

wavelengths greater than dt be discarded based upon an 
analytical study, practical experience indicates that the 
additional information gained by considering wave­

lengths between one and three times d1 outweighs any 
loss of accuracy in this range of wavelengths. 

The experimental dispersion curve corresponding to 
the phase of the cross power spectrum shown in Figs 3.13 
and 3.14 is presented in Fig 3.16. The example disper­
sion point (Point 1) calculated previously is highlighted 
in Fig 3.16. There are approximately 700 points con­
tained in the dispersion curve shown in Fig 3.16 ranging 
in frequency from 2.2 Hz to 16Hz. It should be empha­
sized that all 700 points were collected simultaneously 
using only five impacts of a dropped weight. 

Finally, the individual dispersion curves from each 
source-receivers configuration are combined to form the 
composite dispersion curve for the site. The composite 
dispersion curve for the site used in the example is pre­
sented in Fig 3.17 with the individual dispersion curve 
from the 52-ft (16-m) receiver spacing highlighted. The 
composite dispersion curve is repeated in Fig 3.18 with 
the contribution of each of the receiver spacings high­
lighted. A tabulated version of the dispersion curve is in­
cluded in Appendix B for those who may wish to perform 
their own analyses on the dispersion data. When several 
receiver spacings are combined together, the total number 
of points in the composite dispersion curve can quickly 
approach an unmanageable number. Therefore, several 
hundred points are chosen to be statistically representa­
tive of the entire curve and these points are used in the 
inversion step. The user chooses the desired number of 
points to be contained in the reduced dispersion curve. A 
simple algorithm is used to choose the desired number of 
points such that the points are approximately evenly dis­
tributed between the minimum and the maximum wave­
lengths contained in the original dispersion curve. All of 
the points within one wavelength increment are averaged 
together to calculate one point which is representative of 
that increment. Other methods of selecting a reduced 
number of points are, of course, possible. 
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Fig 3.16. Experimental dispersion curve resulting 
from the phase of the cross power spectrum 

shown in Fig 3.14. 
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Figures 3.17 and 3.18 and Ap~ndix.B contain the 
reduced number of JX>ints. For the dtspersiOn curve used 
as an example in this section, the number of points was 
reduced from 7, 796 in the original dispersion curve (from 
16 receiver spacings) to 371 in the reduced version. 
Phase velocity values were averaged over wavelength in­
crements which ranged from 0.3 ft (0.09 m) at short 
wavelengths to approximately 20 ft (6.1 m) at the longest 
wavelengths. 
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Fig 3.18. Composite dispersion curve with the 
contribution of each individual 
receiver spacing highlighted. 
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3.4.3 INVERSION 
Inversion is the other aspect of surface wave testing 

where significant improvements have been made in the 
SASW method relative to the steady-state Rayleigh wave 
method. Inversion was introduced earlier as the process 
of determining the shear wave velocity profile from the 
experimental dispersion curve obtained in the field. Un­
like the empirical procedure used with the steady-state 
method, modern inversion methods rely upon theoretical 
solutions of surface wave propagation in a layered half 
space. The procedure currently used (Nazarian, 1984) is 
an iterative procedure in which the operator matches a 
theoretically-calculated dispersion curve to the experi­
mental dispersion curve. 

In the current procedure, the site is modelled as a 
stack of homogeneous layers overlying a half space as 
shown in Fig 3.19. The user begins by assigning initial 
values to the thickness, shear wave velocity, Poisson's ra­
tio and mass density of each layer including the half 
space. (The half space is, of course, not assigned a thick­
ness.) A modified Haskell-Thomson matrix solution 
(Thomson, 1959; Haskell, 1953; and Nazarian, 1984) is 
used to generate a theoretical dispersion curve for the as­
sumed material profile. Once the theoretical curve has 
been calculated, it is graphically compared to the experi­
mental curve . 

To illustrate this process, consider the composite dis­
persion curve shown in Fig 3.17. The layering, initial 
shear wave velocity, initial Poisson's ratio and initial 
mass density profiles which have been chosen are shown 
in Fig 3.20. Using these initial values, a theoretical dis­
persion curve is calculated and compared with the experi­
mental curve. An example of a comparison of this type is 
presented in Fig 3.21. At this point, the shear wave ve­
locities and/or thicknesses of selected layers are adjusted 
in an attempt to obtain better agreement between the 
theoretical and experimental curves. Values of Poisson's 
ratio and mass density are rarely changed from their ini­
tial values since the influence of these parameters on the 
calculated dispersion curve is of secondary importance 
for reasonable initial estimates (Ewing et al, 1957). (In 
instances where saturated soils are present, the Poisson's 
ratio of saturated layers may be adjusted to maintain a 
compression wave velocity of 5,000 ftlsec (1,500 m/sec).) 
An example of the comparison between curves for the 
second iteration is presented in Fig 3.22. Iterations con­
tinue until satisfactory agreement is obtained between the 
two curves such as that shown in Fig 3.23. Once satis­
factory agreement between the theoretical and experi­
mental curves is obtained, it is assumed that the shear 
wave velocities and thicknesses of the layers in the model 
accurately represent the acwal velocities and layering of 
the site. A flow chart summarizing the steps involved in 
the inversion process is presented in Fig 3.24. 
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Fig 3.20. Initial layering and material parameter prordes used to invert the dispersion curve shown in Fig 3.17. 
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Fig 3..21. Comparison of theoretical and experimental 
dispersion curves: rast iteration. 
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Fig 3.23. Comparison of theoretical and experimental 
dispersion curves: final iteration. 

The final material parameter profdes (the most im­
portant of which is the shear wave velocity profile) which 
result from this procedure are presented in Fig 3.25. The 
use of theoretically-based inversion algorithms such as 
this one has significantly increased the accuracy of shear 
wave velocity profiles determined using surface waves 
and bas expanded the number of sites where the SASW 
method can be successfully applied. 

3.5 SUMMARY 
The dispersive nature of surface wave propagation in 

a layered half space forms the basis for the Spectral­
Analysis-of-Surface-Waves {SASW) method. Dispersion 
arises because the phase velocity of surface waves is af­
fected by different layers in the material profile, depend­
ing on the wavelength of the surface wave with respect to 
the layering. For example, short-wavelength surface 
waves propagate only in the near-surface layers and, thus, 
are influenced the most by these layers. Waves with 
longer wavelengths propagate through deeper layers as 
well as the near-surface layers. Phase velocities of these 
waves are, therefore, influenced to a large extent by the 
deeper layers. The goal of SASW testing is to generate 
and measure surface wave dispersion and then to estimate 
(invert for) the shear wave velocities and thicknesses of 
the layers in the profile. 

The steady-state Rayleigh wave method, the prede­
cessor of the SASW method, was used with some success 
in the late 1950's and early 1960's. However, testing was 

Modem field instrumentation and computers have 
made it possible to overcome these two limitations and 
have resulted in the evolution of the SASW method to 
the point where it is competitive with other in situ seis­
mic methods. Portable Fast Fourier Transform (FFT) 
analyzers have enabled the use of sources other than vi­
brators operating at discrete frequencies. It is now pos­
sible to gather information at huridreds (or thousands) of 
frequencies simultaneously in a fraction of the time it 
took to measure one frequency using the steady-state 
method. Another critical improvement incorporated into 
the SASW method is the use of theoretically-based inver­
sion algorithms which make it possible to determine 
more accurate shear wave velocity profdes than was pos­
sible with empirically-based algorithms. 
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Fig 3.24. Flow chart summarizing the 
inversion procedure. 



Surface Wave Velocity (fVsec) 
0 200 400 600 800 1.000 
0~-r----~--.-~--r-~~~-r~ 

g 
~ 
a> 

40 

80 

Q 120 

160 

200 

Fig 3.25. Final layering and material parameter pronles 
resulting from inversion. 

25 



CHAPTER 4. HORNSBY BEND TEST SITE 

4.1 INTRODUCTION 
The Hornsby Bend test site was selected as the site at 

which to perform much of the experimental work re­
quired for this report because of the extensive series of in 
situ tests which have been performed at the site in the 
past and because of the proximity of the site to The Uni­
versity of Texas. The site is located on land owned by 
the City of Austin situated in the southeast portion of the 
city. In September of 1985, Southwestern Laboratories, 
Inc., performed a routine geotechnical investigation of 
the site for a proposed waste-to-energy plant which was 
to be constructed at the site (Southwestern Laboratories, 
1985). In conjunction with the investigation for the pro­
posed plant, a series of crosshole tests was performed at 
the site in September of 1985 by personnel from The 
University of Texas. In September of 1986, a graduate 
soil dynamics class from the University performed a sec­
ond crosshole test series using the same cased boreholes 
which had been used previously. During 1986 and 1987, 
Mok (1987) also conducted extensive studies using the 
crosshole and downhole seismic methods at the site. 

This chapter summarizes these previous studies. Re­
sults of the routine geotechnical investigation and previ­
ous in situ seismic tests are presented in the following 
sections. A description of the concrete test slab con­
structed at the site and used to perform surface wave tests 
is also included. 

4.2 BORING LOGS AND BASIC SOIL 
DATA 

A plan view of the Hornsby Bend test site is 
presented in Fig 4.1 showing the locations of the 
numerous boreholes used in the investigation for the 
waste-to-energy plant. The boreholes used for the 
crosshole tests performed in 1985 and 1986 were located 
near Boring B3-03 in the central portion of the proposed 
plant. (Boring B3-03 is indicated with an arrow in Fig 
4.1.) These borings were drilled with a hollow-stem 
auger and continuous sampling system. A log of Boring 
B3-03 is shown in Fig 4.2. There are four layers which 
may be distinguished from the boring: (1) a hard silty 
clay layer extending from the surface to 13.5 ft (4.1 m); 
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Fig 4.1. Plan view of Hornsby Bend test site (from Southwestern Laboratories). 
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(2) a bard silty clay layer interbedded with silty fine sand 
seams from 13.5 to 33.5 ft (4.1 to 10.2 m); (3) a loose to 
medium dense silty fine sand layer from 33.5 to 45 ft 
(10.2 to 13.7 m); and (4) a hard gray clay layer extending 
from 45 ft (13.7 m) to the maximum depth of the boring, 
50 ft (15.2 m). The clay layers are part of the Taylor 
Marl formation. Undrained shear strengths in the upper 
20 ft (6.1 m) estimated using a pocket penetrometer are 

greater than 3.0 kips/ft2 (144 k:Pa). Blow counts from the 
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standard penetration test vary from 2 to 9 in the range of 
depths from 23 to 45 ft (7 .0 to 13.7 m). These blow 
counts have not been corrected for overburden pressure. 

A cross-sectional view of the test site in the vicinity 
of the boreholes used for previous crosshole studies and 
the area used for surface wave studies in this report is 
shown in Fig 4.3. The same four basic strata which were 
identified in Boring B3-03 appear to relatively uniform 
across this portion of the site. However, blow counts 
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Fig 4.2. Log Boring BJ-03 (from Southwestern Laboratories, 1985). 
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measured in the silty fine sand layer are significantly 
higher in Boring B4-02, which is located adjacent to Bor­
ing B3-03. (Boring B4-02 is located 60ft (18.3 m) from 
Boring B3-03.) The groundwater levels encountered im­
mediately after drilling and after 24 hours are also indi­
cated in Fig 4.3. Fortunately, the horizontal stratigraphy 
at the test site closely approximates the model used for 
most seismic tests (including the SASW method). 

4.3 RESULTS OF PREVIOUS SEISMIC 
MEASUREMENTS 

As mentioned in Section 4.1, the Hornsby Bend test 
site has been the location of several previous studies us­
ing in situ seismic tests. All of these studies have in­
volved the ctosshole seismic method to determine the 
variation of shear wave and compression wave velocity 
with depth. The values of shear wave velocity and com­
pression wave velocity which were measured during the 
investigations conducted in September 1985 and Septem­
ber 1986 are presented in Figs 4.4 and 4.5, respectively. 
Also included in these figures are values of shear and 
compression wave velocity which were measured at se­
lected depths in May 1988 (Kang et al, 1988). With the 
exception of the relatively large variation in wave veloci­
ties measured at about 6ft (1.8 m), the differences in the 
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wave velocity values measured over an extended period 
of time are small. The low value of shear wave velocity 
observed at the surface (300 ft/sec (91.4 m/sec)) is 
largely due to a period of wet weather which preceded 
the crosshole measurements in October 1986. A similar 
period of wet weather preceded the tests performed for 
this report. Therefore, this low value of shear wave ve­
locity near the surface is not believed to differ substan­
tially from the velocity which existed during the time the 
surface wave measurements described in this report were 
performed. 

Since the results of these crosshole tests are used in 
Chapter 6 to calculate theoretical displacements versus 
depth at the site, interpreted wave velocity profiles were 
developed for use in those analyses. The interpreted 
shear and compression wave profiles are superimposed 
on the measured values in Figs 4.6 and 4.7, respectively, 
and are presented in Table 4.1. 

4.4 CONCRETE TEST SLAB 
A concrete test slab was cast on the silty clay 

subgrade at the Hornsby Bend site. The test slab was 
used to perform surface wave tests to examine the influ­
ence of the relative stiffness of adjacent layers in the pro­
file and to investigate the effects of different receiver 
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Fig 4.3, Cross-sectional view of Hornsby Bend test site (from Southwestern Laboratories, 1985). 
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Fig 4.4. Shear wave velocities measured at the 
Hornsby Bend test site using the 

crosshole seismic method. 
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Fig 4.5. Compression wave velocities measured at the 
Hornsby Bend test site using the 

crosshole seismic method. 
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Fig 4.6. Interpreted shear wave velocity profile at the 
Hornsby Bend test site. 
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spacings on surface wave dispersion measurements. The 
results of these tests are discussed in Chapter 7. In this 
section, a brief description of the design and construction 
of the slab is presented. 

The dimensions of the slab were selected to be 8 by 
12 ft (2.4 by 3.7 m) with a nominal depth of 10 in. (25.4 
em). It is believed that this size slab adequately modeled 
a full-size, unreinforced (or simply reinforced) pavement 
slab (usually 12 by 20ft (3.7 by 6.1 m)). No reinforce­
ment was used in the test slab to eliminate potential 
sources of wave reflections within the concrete. Prior to 
casting the slab, all vegetation was stripped from the site 
in order to improve the quality of the contact between the 
soil and the concrete slab. 

Class S concrete with Type I cement was used for the 

siab. The mix was specified to be 6 sacks/yd3 and 5 
gallons/sack with a design 28-day compressive strength 
of 3600 psi (24.8 MPa). The maximum size of the 
aggregate was 0.75 in. (1.91 em). A retarder was also 
added to the concrete to increase the time available to 
place and finish the concrete and to install the 
instrumentation in the slab. (The instrumentation is 
described in Chapter 7.) Capitol Aggregates, the supplier 
of the concrete, designates this mix as Design No. 147. 

Because of a misunderstanding about the location to 
which the concrete was to be delivered, the concrete did 
not arrive on site until 75 minutes after water had been 
added to the cement-aggregate mixture. The slump of the 
concrete was immediately checked and was found to be 
1.5 in. (3.8 em). The concrete was then placed, vibrated, 
screeded, and floated. These operations required approxi­
mately one hour. No additional finishing was performed. 
Twenty-five 6-by-12-in. (15.2-by-30.5-cm) cylinders 
were cast to perform compressive strength and Young's 

modulus tests at 1, 3, 7, and 28 days. Additional 3-by-6-
in. (7.6-by-15.2-cm) cylinders were cast for resonant col­
umn test specimens. Finally, two samples were cast to be 
used to determine the initial and fmal set of the concrete 
using penetration resistance. The results of these tests are 
presented and discussed in Chapter 7. 

4.5 SUMMARY 
The Hornsby Bend test site was selected as the site 

for much of the experimental work performed as part of 
this report because of the large number of previous seis­
mic tests conducted at the site as well as the availability 
of boring logs and other standaid geotechnical test re­
sults. 

Logs of borings made in the vicinity of the test area 
indicate that there are four distinguishable layers: two 
hard silty clay layers, a loose to medium dense silty find 
sand layer, and a hard gray clay layer which extends to 
the maximum depth explored. The clay layers belong to 
the Taylor Marl formations. The stratigraphy in adjacent 
boreholes is very similar and indicates that no major lat­
eral inhomogeneities are present in the vicinity of the test 
area (to the extent that boreholes can reveal lateral vari­
ability). 

The results of crosshole seismic tests performed at 
the test site within the past several years have been used 
to develop interpreted shear and compression wave ve­
locity profiles for the site which will be used in analyses 
in subsequent chapters. 

An 8-by-12-ft (2.4-by-3.7-m) unreinforced concrete 
test slab was cast in place on the silty clay subgrade at 
the Hornsby Bend test site to be used in the series of sur­
face wave tests described in Chapter 7. The nominal 
thickness of the test slab was 10 in. (25.4 em). 

TABLE 4.1 INTERPRETED VALUES OF SHEAR AND COMPRESSION WAVE 
VELOCITY FOR THE HORNSBY BEND TEST SITE 

Layer Layer SbearWave Compression Wave Mass Density Poisson's 
Number Thickness (ft) Velocity (ftlsec) Velocit~ (l'tlsec) (lb-secl!ft4) Ratio 

1 1.0 300 573 3.4 0.31 
2 2.0 553 806 3.4 0.06 
3 3.0 645 1,103 3.4 0.24 
4 3.0 780 1,294 3.4 0.21 
5 2.0 756 1,294 3.4 0.24 
6 3.0 772 1,294 3.4 0.22 
7 2.0 792 1,401 3.4 0.27 
8 3.0 851 1,401 3.4 0.21 
9 2.0 875 1,401 3.4 0.18 

10 3.0 883 1,507 3.4 0.24 
11 2.0 875 1,507 3.4 0.25 
12 3.0 851 1,507 3.4 0.27 
13 2.0 792 1,507 3.4 0.31 
14 3.0 702 1,507 3.4 0.36 
15 2.0 481 3,289 3.4 0.49 
16 6.0 481 4,286 3.4 0.49 
17 4.0 1,082 5,000 3.4 0.49 

Half Space 1,225 5,000 3.4 0.49 



CHAPTER 5. COMPARISON OF SURFACE WAVE 
SOURCES AND INPUT MOTIONS 

5.1 INTRODUCTION 
A persistent problem which bas frustrated users of 

the Spectral-Analysis-of-Surface-Waves (SASW) method 
has been the unpredictability in the frequency content of 
impact sources (e.g., simple hammers or dropped 
weights) from site to site. An impact source which works 
well at one site (i.e., generates sufficient energy over a 
wide range of frequencies) may work poorly or not at all 
at another site because of different soil or pavement con­
ditions. As a result, SASW measurements generally in­
volve trial-and-error testing with various hammers and 
weights until one is found which generates sufficient en­
ergy in the frequency range of interest. This, in turn, in­
creases the time required for performing a surface wave 
test and, if an adequate source cannot be found, adversely 
affects the quality of the surface wave measurements. 

Different types of input motion are considered in this 
chapter as alternatives to impact-type sources. Most of 
these alternate input motions involve the use of an elec­
tromechanical vibrator driven by a function generator as 
a source. This combination gives the user far more con­
trol over the range of frequencies input to the subsurface 
than is available with impact sources. Presumably, this 
leads to shorter testing times and higher quality results. 

In the sections which follow, a description of each 
type of source and input motion is presented, along with 
a discussion of the results of surface wave tests per­
formed at the Hornsby Bend test site using each type of 
source and input motion. Other sources which have been 
successfully used in the past are also presented and dis­
cussed. A brief discussion of the theoretical phase spec­
tra from two solution methods is included. Finally, the 
use of transfer functions, rather than cross power spectra, 
to measure dispersion is presented. 

5.2 DESCRIPTION OF SOURCES AND 
INPUT MOTIONS 

For the purposes of this chapter, one can consider 
two types of sources and three types of input motion. 
The ilrst type of source is an impact source which bas 
been used almost exclusively to date in SASW testing. 
Examples of impact sources include simple hammers, 
dropped weights, or instrumented hammers. Evidence of 
the unpredictability of impact sources is provided by 
considering the wide variety of hammers and weights 
used in the past several years in attempts to generate 
sufficient surface wave energy over the desired frequency 
ranges. Among these sources have been piezoelectric 
transducers for very high frequencies, small hammers, 
sledge hammers, drill bits, Standard Penetration Test 
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Fig 5.1. Nominal output accleeration spectrum for the 
50-lb (223-N) vibrator. 

(SPT) hammers, 50- to 200-lb (223- to 890-N) dropped 
weights, concrete blocks, a car, a 55-gallon (0.21 m3) 
drum illled with concrete, and a dynamic compaction 
weight (a 32-ton (285 kN) weight dropped from 100ft 
(30m)). 

Despite their unpredictability, impact sources offer 
several important advantages. The most commonly used 
of the sources, hammers and 50- to 200-lb (223- to 890-
N) dropped weights, are rugged and reasonably portable. 
Most importantly, impact sources, when they perform 
well, provide high-quality results rapidly and conve­
niently. 

The second type of source is intended to transmit 
continuous types of input motion to the ground. The best 
example of this type of source is an electromechanical vi­
brator driven by a function generator. Electromechanical 
vibrators are rated according to the maximum force 
which they can deliver. 1\vo vibrators were used in this 
study: a 50-lb (223-N) vibrator and a 250-lb (1.12-kN) 
vibrator. The nominal output acceleration spectrum for 
the 50-lb (223-N) vibrator is shown in Fig 5.1. With no 
mass attached to the table of the vibrator (a "bare" table), 
at frequencies below 55 Hz, the displacement limit of the 
table restricts the maximum acceleration (and force) de­
livered by the vibrator. As payloads of various weights 
are added to the table, the maximum frequency at which 
the displacement limit controls the motion decreases. 
The. nominal output acceleration spectrum for the 250-lb 
(1.12-kN) vibrator is shown in Fig 5.2. 

When used as a source for SASW testing, the vibra­
tor is placed directly on the ground surface, and the reac­
tion of the vibrator housing as it opposes the movement 
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Fig 5.5. Typical random Input motion time record 
(bandwidth = 200 Hz). 

of the table of the vibrator is the force which is applied to 
the soil or pavement. At soil sites, surface vegetation 
should be removed from the location where the vibrator 
will be placed. Sand may also be spread on the ground 
surface before the vibrator is placed to fill voids and to 
improve the coupling between the base of the vibrator 
and the ground surface. At pavement sites, vacuum 
grease or another gel-like material is often used to im­
prove the coupling. 

The 50-lb (223-N) vibrator is easily moved from one 
location to another by one person, but the 250-lb (1.12· 
kN) vibrator requires the use of a portable floor crane or 
winch to be safely moved. If large vibrators are incorpo­
rated in production-type field testing, more convenient 
means of moving the vibrator will need to be developed. 
Another example of a continuous-type source used re­
cently at a number of sites is a piece of heavy equipment 
(e.g a bulldozer) which idles or moves back and forth 
within a short distance and generates a signal which ap­
proximates random noise and can provide sufficient en­
ergy over a broad range of frequencies. Heavy equip­
ment is often readily available and relatively inexpensive 
to operate, but it is still not able to provide the controlled 
input motion of an electromechanical vibrator. The pur­
pose of this investigation is to evaluate whether the rela­
tive inconvenience and lack of portability of continuous­
type sources can be offset by increased predictability and 
improved quality of results. The three types of input mo­
tion which are considered are transient, random, and si­
nusoidal motions. Since surface wave dispersion mea­
sured using these three types of motion is the focus of 
this chapter, each is discussed in detail in the sections 
which follow. 

5.2.1 TRANSIENT INPUT MOTION 

Transient input motion is associated with impact· 
type sources. Transient motion is characterized by a 
pulse of relatively short duration which contains energy 
over a broad range of frequencies. (Ideally, the transient 
time signal should equal a delta function, since the delta 
function contains equal amounts of energy at all frequen­
cies. However, this obviously cannot be achieved in 
practice.) An example of a transient motion-time history 
is shown in Fig 5.3. The time history presented in Fig 
5.3 was caused by the impact of a sledge hammer on the 
ground surface and was measured using a velocity trans­
ducer (geophone). Tune records like that shown in Fig 
5.3 are typical of those used a1most exclusively in SASW 
testing since the method's inception in the late 1970's. 

The long length of the time window compared with 
the duration of the pulse in Fig 5.3 is required by the 
mathematics of the Fast Fourier Transform (FFT). As 
such, it is often difficult to view many details of the time 
histories. To aid in understanding the nature of transient 
time signals, the same time record is plotted on a greatly 
expanded scale in Fig 5.4. The record is characterized by 



an initial quiet period before the arrival of the surface 
wave. (This quiet period can be seen because a pre­
trigger delay has been used to record the time signal.) 
The particle motion quickly decays after the wave has 
passed the velocity transducer, and the ground surface 
returns to its at-rest condition. 

One problem which is often faced when using the 
Fast Fourier Transform on recorded data is leakage. 
Leakage is the "smearing" of energy throughout the fre­
quency domain and is caused by a lack of periodicity of 
the time signal within the time window. Tapered weight­
ing functions, called windows, are often used to reduce 
the effects of leakage by forcing the signal to be periodic 
within the time window (Hewlett-Packard, 1980). Since 
a transient time signal is periodic within the time record, 
there is no leakage and no window is required. 

The range of frequencies which can be generated by · 
impacting the ground surface with an object depends on 
several factors, including the weight of the object, size of 
the contact area, impaq velocity, and the properties of the 
ground surface itself. Since the user cannot accurately 
predict in advance the combination of these factors which 
will produce the desired frequencies, testing often in­
volves trial-and-error selection of hammers of different 
weights and contact areas until a suitable combination is 
found. The end result is that the user has little control 
over the range of frequencies which are generated. 

5.2.2 RANDOM INPUT MOTION 

Random input motions are normally used with a 
continuous-type source such as an electromechanical 
vibrator. A function generator is used to create a random 
signal which contains frequencies in a range specified by 
the operator. In many instances, the function generator 
may be incorporated into the FFT analyzer used to 
measure the signals. The random signal is fed to an 
amplifier which drives the electromechanical vibrator. A 
typical random signal is shown in Fig 5.5. When random 
signals are used, a weighting function such as the 
Hanning window is necessary to reduce leakage, because 
the random signal is not periodic in the time window. 

The most important aspect of random input signals 
is that the operator has greater control over the 
amplitude-frequency spectrum than when using transient 
signals. The operator is able to specify the range of 
frequencies which are generated by the electromechanical 
vibrator and to set the output level (within the limits of 
the vibrator). 

5.2.3 SINUSOIDAL INPUT MOTION 
Sinusoidal input motion is also implemented using 

an electromechanical vibrator. There is a fundamental 
difference, however, between sinusoidal input motion and 
other types of motion in the manner in which the motion 
is input to the ground surface. For transient and random 
input motion, all of the frequencies are input 
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simultaneously. In sinusoidal testing, the frequencies are 
introduced one at a time to the ground surface. To 
measure a range of frequencies, each successive 
frequency is introduced after measurements have been 
completed at the previous frequency. This type of testing 
is referred to as swept-sine testing because the function 
generator "sweeps" through many frequencies. As such, 
the time record consists of a pure sinusoid at a given 
frequency. (There are other types of sinusoidal input 
which sweep through the entire range of frequencies for 
each time record. They will not be discussed herein.) An 
example of a time record for swept-sine testing is 
presented in Fig 5.6. It is important to note that the time 
record shown in Fig 5.6 is composed of a single-

Fig 5.6. Typical sinusoidal input motion time record. 

frequency sinusoid. The FFT analyzer automatically 
adjusts the length of the time record so that no leakage 
will occur. 

The primary advantage of swept-sine testing is that 
the concentration of energy at individual frequencies 
results in large signal-to-noise ratios. As in random input 
motion, the operator has considerable control over the 
frequencies and amplitudes of motion which are being 
input to the ground surface. Testing is more time­
consuming than it is transient or random input motion 
because of the time required to sweep through the range 
of frequencies individually. Depending on the frequency 
range, swept-sine testing requires several minutes, versus 
one minute or less for impact or transient testing. 

5.2.4 COMPARISON OF TRANSIENT, 
RANDOM, AND SINUSOIDAL INPUT MOTIONS 
Several quantities may be calculated to compare the 

three different types of input motion. The rust of these 
quantities is the peak amplitude of the time signal. The 
peak amplitudes of the signals shown in Figs 5.3 through 
5.6 are 1.040, 0.056, and 0.095 volts for transient, ran­
dom, and sinusoidal excitation, respectively. It would ap­
pear at rust that the transient signal contains more energy 
than either the random or the sinusoidal signal. It will 
become apparent, however, that the peak amplitude has 
very little to do with the energy or power contained in a 
signal. 
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A more meaningful comparison of the three types of 
motion may be obtained by examining the total power 
contained in the time signal. The total power is calculated 
using the following expression: 

(5.1) 

where 

x(k) = the time record, and 
N = the number of points in the time record. 

For the time records shown in Figs 5.3 through 5.6, 
the total power contained in each signal is 4.26 volts2 for 
the transient motion, 2.23 volts2 for the random motion, 

Volts2 
Hz 

dB 

Frequency (Hz) 

Fig 5.7. Typical auto power spectra ror tramient, 
random, and sinusoidal input motion. 

and 9.19 volts2 for the sinusoidal motion. The total 
power contained in the sinusoidal record is much greater 
lhan the transient record despite the fact that the peak 
amplitude of the transient record is much larger. The to­
tal.power contained in the random record is approxi­
mately half as large as that of the transient record, 
whereas the peak amplitude was approximately twenty 
times smaller. 

Furthermore, all of the power contained in the sinu­
soidal record is concentrated at one frequency. The 
power contained in either the transient or the random 
time signal is distributed over the entire range of frequen­
cies (0 to 200 Hz in this case). This important point is 
the primary reason why the signal-to-noise ratios associ­
ated with sinusoidal testing are significantly higher than 
those of other types of input motion. (High signal-to­
noise ratios usually result in coherence values near one. 
Appendix A contains a discussion of the relationship be­
tween noise, the coherence function, and the phase of the 
cross power spectrum.) 

A final point concerning total power is that the 
power contained in a signal is the same whether the 

signal is viewed in the time domain or in the frequency 
domain. Formally, this is Parseval's theorem and is 
expressed as (Bracewell, 1978): 

~-1 ~-1 

L h2
(k) = ~ L IH(m)l2 

k=O m=O 

where 

h(k) = the time record, 
H(m) = the linear spectrum of h(k), and 

N = the total number of points in the time or 
frequency domain. 

(5.2) 

A third means of comparing the three input motions 
is to examine the autospectral density functions (or auto 
power spectra) which typically result from each type of 
motion. The auto power spectrum describes the distribu­
tion of power in the frequency domain (Bendat and 
Piersol, 1980). The auto power spectra for each type of 
motion are shown in Fig 5.7. The auto power spectrum 
shown for swept-sine testing in Fig 5.7 represents values 
for entire range of frequencies used in the test, not just 
the single frequency shown in Fig 5.6. All three forms of 
input motion have spectra which contain a broad peak 
centered at about 40 Hz, but the spectrum for the swept­
sine motion is 10 to 20 dB greater than that of the tran­
sient motion and approximately 25 dB larger than the 
spectrum of the random motion. (When considering 
power, 10 dB is one order of magnitude.) 

The fmal method of comparing the three types of in­
put motion is to calculate the peak-to-rms (root mean 
square) ratio for each signal. This quantity is the dimen­
sionless ratio of the maximum peak absolute amplitude of 
the time signal to the rms value of the time signal: 

x(k)max 
Peak-to-nns ratio= -"""'F~~ ..... 

where 

x(k) = the time record, and 

~-1 

L x2
(k) 

k=O 

N = the number of points in the time record. 

(5.3) 

Large values of the peak-to-rms ratio indicate that 
most of the power in a time signal is concentrated in a 
small fraction of the total time length of the record. Con­
versely, a relatively low value of the ratio indicates that 
the power is more evenly distributed over the entire 
length of the record. For the records shown in Figs 5.3 
through 5.6, the peak-to-rms ratios are 22.8 for the tran­
sient signal, 2.8 for the random signal, and 1.4 for the si­
nusoidal signal. 
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The most useful of these four methods of comparing 
input motions is the auto power spectrum, because the 
operator can quickly judge the relative power contained 
in two spectra as well as determine the distribution of the 
power with frequency. Fortunately, the auto power spec­
tra are readily available as part of the group of frequency 
domain records which are calculated and saved during 
the course of an SASW test. 

5.3 EXPERIMENTAL RESULTS USING 
VARIOUSSOURCESANDINPUT 
MOTIONS 

To understand how the results obtained with tran· 
sient, random, and sinusoidal input motions differ in ac­
tual use, tests were performed at the Hornsby Bend test 
site using the three types of motion. Two receiver spac­
ings were chosen to compare the different input motions. 
The shortest spacing, 8 ft (2.4 m), was chosen as repre­
sentative of a relatively close receiver spacing used at 
most soil sites and a far spacing at most pavement sites. 
The second spacing, 32ft (9.8 m), was chosen because it 
is usually at relatively large distances that impact soW'Ces 
(transient motion) are unable to generate sufficient en­
ergy. Therefore, 32 ft (9.8 m) was selected to offer the 
most potential for demonstrating the difference between 
the three types of motion. For both receiver spacings, the 
distance from the source to the first receiver was equal to 

the distance between receivers (d2/d1 = 2). 
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Fig 5.9. Dispersion curve using transient motion for 
a receiver spacing of 8 ft (2.4 m); phase spectrum 

shown in Fig 5.8. 

Either common hammers or large dropped weights 
were used as impact sources. Details are provided as 
each record is discussed individually in the following 
sections. Both random and sinusoidal motions were 
implemented using the SO- and 250-lb (223-N and 1.12-
kN) electromechanical vibrators discussed previously. 
The 50-Ib (223-N) vibrator was used at the 8-ft (2.4-m) 
receiver spacing, and the larger vibrator was used for the 
32-ft (9.8-m) spacing. For both receiver spacings, Mark 
Products lAC geophones with a natural frequency of 1 
Hz were used as receivers. A typical calibration curve 
for a 1-Hz geophone is included in Appendix C. 

5.3.1 RESULTS USING TRANSIENT INPUT 
MOTION 
The spectral functions (cross power spectrum, coher­

ence function, and auto power spectra) obtained using a 
sledge hammer as the source of the 8-ft (2.4-m) receiver 
spacing are presented in Fig 5.8. The phase and coher­
ence records are typical of those usually measured during 
an SASW test with impact sources. Below approxi­
mately 20 Hz, there is a range of frequencies at which the 
phase and the coherence are poor. The auto power spec­
tra indicate that the poor phase and coherence are prob­
ably due to a the lack of power at these frequencies. Al­
though, in this case, the phase record is not difficult to 
interpret at low frequencies, it is not uncommon to have a 
poor-quality phase record at low frequencies, which 
clouds the interpretation of the number of cycles (i.e., in­
terpretation of the wrapped phase to obtain unwrapped 
phase, as illustrated in Fig 3.15). At frequencies above 
110 Hz, the phase becomes too poor to use; the poor 
quality in the phase probably reflects insufficient power 
at frequencies above 110 Hz. The remaining portion of 
the record from 20 to 110 Hz exhibits good-quality, low­
noise data. In this range of frequencies, there is appar· 
ently sufficient power to overcome the noise. The peak 
values observed on the auto power spectra are approxi­
mately -44 dB for Receiver 1 and -56 dB for Receiver 2. 

The dispersion curve resulting from the phase record 
in Fig 5.8 is shown in Fig 5.9. Wavelengths longer than 
24ft (7.3 m) have been discarded to eliminate near-field· 
effects, as discussed in Section 3.4.2. The minimum · 
wavelength included in the dispersion curve is 2.9 ft 
(0.88 m). These maximum and minimum wavelengths 

· correspond to phase differences of 120 and 990°, respec­
tively, in Fig 5.8. 

The spectral functions measured at a receiver spacing 
of 32ft (9.8 m) using a sledge hammer are shown in Fig 
5.10. Data at frequencies less than 20Hz are not accept­
able to use but ate still easily interpreted to obtain the 
number of cycles. High-frequency data above about 55 
Hz would also be discarded. The peak values in the auto 
power spectra are -50 dB for Receiver 1 and -60 dB for 
Receiver 2. 
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The test was repeated using a 210-lb (935-N) 
dropped weight to examine the influence of a larger 
(heavier) source. The resulting spectral functions are 
shown in Fig 5.11. A larger source improves the low­
frequency portion of the record, as expected, but does not 
significantly improve the high-frequency data. The peak 
values of the auto power spectra are -40 dB and -52 dB 
for Receivers 1 and 2, respectively. The dispersion curve 
generated using the 210-lb (935-N) dropped weight is 
shown in Fig 5.12. 

The pho..se reversal observed between 15 and 20 Hz 
might possibly be caused by reflections of waves within 
the profile. It is not immediately apparent whether the 
data between 10 and 32Hz should be interpreted as one 
or two complete cycles (180 to -180°). One method of 

· resolving this question is to compare the dispersion data 
from the 32-ft (9.8-m) spacing with the data from the 8-ft 
(2.4-m) spacing to determine whether the curves coincide 
in some common range of wavelengths. Both dispersion 
curves are plotted in Fig 5.13. The dispersion curve 
shown in Fig 5.13 for the 32-ft (9.8-m) spacing results 
from interpreting the phase data between 10 and 32Hz in 
Fig 5.11 as one complete cycle. This interpretation ap­
pears to be correct, since the dispersion data from the 8-
and 32-ft (2.4- and 9.8-m) spacings agree well in the 
range of wavelengths from 10 to 25 ft (3.0 to 7.6 m). 

5.3.2 RESULTS USING RANDOM INPUT 
MOTION 
Spectral results measured using random input motion 

at the 8-ft (2.4-m) receiver spacing are shown in Fig 5.14. 
Five averages were used to obtain the data shown in Fig 
5.14. The phase of the cross power spectrum for frequen­
cies below 30 Hz fluctuates mildly but is not large 
enough to make interpretation of the phase ambiguous. 
These fluctuations are most likely due to the poor signal 
strength is this range of frequencies. The most signifi­
cant difference between the phase obtained from the tran­
sient motion and that from the random motion occurs in 
the range of frequencies from 110 to 150Hz. Whereas 
the transient data become unacceptable at about 110 Hz, 
the random data are of good quality to 150 Hz. Although 
the coherence remains reasonably good at frequencies 
above 150 Hz, the phase data become difficult to inter­
pret. Phase data such as these may be perfectly valid, but 
at the present time such data are eliminated because they 
do not match the expected trend (i.e., a sawtooth pattern). 
Perhaps as surface wave propagation becomes better un­
derstood and as more sophisticated models are developed 
which can accurately predict this type of behavior, phase 
data like these can be included in analysis of surface 
wave dispersion. 

The .. chatter" (variance) observed in the auto power 
spectra is caused by the random nature of the input mo­
tion (Ramsey, 1976). For pure random motion, each 
record which is included in the average is different from 
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lhe others. This difference gives rise to the variability in 
lhe auto power spectra. For transient and swept-sine mer 
lions, each record is repeatable. Thus, the auto power 
spectra for those types of motion do not exhibit the vari­
ability that is observed for random motion. The maxi­
mum values of power are -46 dB for Receiver 1 and -60 
dB for Receiver 2. 

The influence of increasing the number of averages 
is shown in Fig 5.15. Twenty-five averages were used 
for this series of records. The most noticeable improve­
ment is in the phase at low frequencies. In the remainder 
of the phase record, the improvement is insignificant. 
The chatter in the auto power spectra bas also been re­
duced as a result of the increased number of averages. 

In an effort to understand bow the output level of the 
source affects the measured results, the test was repeated 
with the output of the vibrator adjusted down to a very 
low level. The results are presented in Fig 5.16. The 
peak values of the auto power spectra are -64 dB and -80 
dB for Receivers 1 and 2, respectively, versus -46 dB and 
-60 dB for the records shown in Fig 5.14. The effect of 
decreasing the power is clearly seen in the coherence 
function. Although the phase is essentially unchanged in 
the central part of the record, both low- and high­
frequency data have deteriorated. The reason for the 
deterioration is that the signal-to-noise ratio of both 
receivers bas decreased because of the decreased signal 
amplitudes. 

The dispersion curve for the 8-ft (2.4-m) receiver 
spacing using random input motion is shown in Fig 5.17. 
This dispersion curve corresponds to the set of records 
with 25 averages. 

Spectral functions for the 32-ft (9.8-m) receiver 
spacing using random input motion are presented in Fig 
5.18. The phase and coherence records differ only 
slightly from the transient motion data except in the vi­
cinity of the phase reversal (15 to 20Hz). The reversal is 
much less severe in the case of random motion, and the 
coherence does not drop as sharply as it does for transient 
motion. The dispersion curve for the 32-ft (9.8-m) re­
ceiver spacing using random input motion is shown in 
Fig 5.19. 

5.3.3 RESULTS USING SINUSOIDAL INPUT 
MOTION 

Spectral functions measured using swept-sine input 
motion for the 8-ft (2.4-m) receiver spacing are presented 
in Fig 5.20. The most noticeable difference between this 
record and those discussed previously is that the coher­
ence is significantly better in the swept-sine record. The 
good coherence reflects the high signal-to-noise ratios in 
swept-sine testing. The peak values observed in the auto 
power spectra are much larger (-35 dB for both Receivers 
1 and 2) than those associated with transient or random 
input motion because of the ability to concentrate large 

41 

amounts of energy at individual frequencies. The phase 
of the cross power spectrum does not differ substantially 
from the phase measured for random motion, except that 
there is less variability at very low frequencies. In some 
instances, this reduced variability may aid in interpreting 
the phase record to obtain the number of cycles. The dis­
persion curve for swept-sine input motion at the 8-ft (2.4-
m) receiver spacing is shown in Fig 5.21. 

The spectral functions determined using swept-sine 
input motion for the 32-ft (9.8-m) receiver spacing are 
shown in Fig 5.22. For this spacing, the improvement in 
the coherence function with respect to the coherence 
functions of transient or· random motions is not as great 
as it is for the 8-ft (2.4-m) spacing. The improvement in 
the coherence between 5 and 15 Hz is important, how­
ever, in that significantly lower frequencies (longer wave­
lengths) can now be reliably included in the dispersion 
curve. The dispersion curve obtained using swept-sine 
motion for the 32-ft (9.8-m) receiver spacing is shown in 
Fig 5.23. 

5.3.4 COMPARISON OF RESULTS 
All three types of input motion resulted in reasonably 

good-quality records at the Hornsby Bend test site. For 
this reason the improvement in the quality of the records 
using random or swept-sine motion with respect to tran­
sient motion is not as significant as it might have been. 
Nevertheless, the modest improvements in this study sug­
gest that in those instances where transient motion fails, 
random and sinusoidal input motions may provide better­
quality results. 

5.4 COMPARISON OF OTHER SOURCES 
AND INPUT MOTIONS 

In July 1985, the U. S. Bureau of Reclamation began 
a four-year effort to strengthen and modify Jackson Lake 
Dam, located in Teton National Park near Jackson, Wyo­
ming. The Spectral-Analysis-of-Surface-Waves method 
was used to assess changes in the stiffness of the founda­
tion soils of the dam due to dynamic compaction. This 
project provided the unique opportunity to compare sev­
eral different sources at the same site. The first of these 
sources was a bulldozer. A bulldozer or other piece of 
heavy equipment which idles in place or moves back and 
forth within a small area provides a source of seismic sur­
face waves that approximates random input motion. The 
list of heavy equipment used as sources includes bulldoz­
ers, track-mounted backhoes, and rubber-tired front-end 
loaders. The second type of source used at Jackson Lake 
Dam was the dynamic compaction weight. The weight 
consisted of a stack of steel plates weighing 32 tons (285 
kN). The weight was lifted and dropped from a height of 
100ft (30m) by a crane. Results obtained using both of 
these sources are compared with those from more con­
ventional sources in the following paragraphs. 



42 

Phase 
degrees 

Coherence 

Oa8ft 

1.o r--r::::::;=il=i;;;;;;;;;;;:;;;;a:=:=:;:iiiliiiiii;;;-:;;iii~liiiiiiiiiii~i;["'-:::::r;--1 

Magnitude 

rms 
Volts2JHz 

dB 

rms 
Volts2JHz 

dB 

0 
Receiver 2 Auto Power Spectrum 

·1200'-__ .....~.__ __ .._ ______ _.._ ______ ,__ ______ ~200 

Frequency (Hz) 

Fig S.lS. Spectral functions obtained using random input motion for a receiver spacing or 8 rt (2.4 m); 
25 averages. 



Phase 
degrees 0 

Coherence 
1.or---r-:;~;;J;;;;;;;:::::~:~;::;;;:=h:::-~u;;&:"T-:-.---, 

Magnitude 

rms 
Volts2/Hz 

dB 

rms 
Volts2/Hz 

dB 

0 
·Receiver 2 Auto Power Spectrum 

200 

Frequency (Hz} 200 

Fig 5.16. Spectral functions obtained using low-amplitude random input motion for a receiver spacing 
of 8 ft (2.4 m); 5 averages. 

43 



44 

A typical set of time records showing the motion of 
the bulldozer recorded by receivers located 64ft (19.5 m) 
apart is sbown in Fig 5.24 In this instance, the bulldozer 
was located 64ft (19.5 m) from the flrst receiver (i.e. d2/ 

d1 = 2). The corresponding phase and coherence records 
are shown in Fig 5.25. The phase record is quite good 
and does not require any interpretation. The coherence 
function. however, is less than one over much of the 
record. The lower (less than one) value of coherence 
may have been caused by a number of factors, including 
(butnot limited to) high levels of background noise usu­
ally encountered at construction sites or acoustic noise 
from the bulldozer itself. Another possible source of 
.. noise" is that the bulldozer bas two tracks, both of 
which are sources of seismic waves. 

An example of a comparison between data generated 
using a 210-lb (1.12-kN) dropped weight and a bulldozer 
is presented in Figs 5.26 and 5.27. Spectral functions re­
sulting from the dropped weight are shown in Fig 5.26 
and from the bul1dozer in Fig 5.27. Both records were 
measured using a 32-ft (9.8-m) receiver spacing. The 
_phase record from the dropped weight is extremely poor 
and cannot be interpreted with any degree of confidence. 
Despite the fact that the coherence is poor, the phase data 
from the bulldozer can be interpreted with confidence, 
and they provide substantially more infonnation than the 
record obtained with the dropped weight 

Another example of the improved results often ob­
tained with a bulldozer is presented in Figs 5.28 and 5.29. 
Data in Fig 5.28 were collected using the dropped weight 
source, and data in Fig. 5.29 were obtained using a bull­
dozer. Both sets of data were recorded with a receiver 
spacing equal to 32 ft (9.8 m). The phase record from the 
dropped weight contains usable data only in the ranges of 
frequencies from 12 to 27 Hz and from 37 to 45 Hz. 
Again, despite the poor coherence, the phase spectrum 
from the bulldozer contains usable data over nearly the 
entire frequency range. 

The dynamic compaction weight provided a rare op­
portunity to measure extremely long wavelengths at the 
Jackson Lake Dam site. A set of records obtained using 
the large weight as a source and a receiver spacing of 64 
ft (19.5 m) is shown in Fig 5.30. The distance from the 
point where the weight was dropped was estimated to be 
450 ft (140m). This large distance was a result of safety 
precautions. The phase record contains usable frequen­
cies as low as 800 mHz and as high as 6.5 Hz. The dis­
persion curve for this set of records is presented in Fig 
5.31. It is remarkable that wavelengths as long as 4,000 
ft (1.2 km) have been obtained with this source. This in­
dicates that the surface wave method is an extremely ro­
bust test procedure which can be applied on a scale of 
millimeters, as it is for pavement studies, or on a scale of 
hundreds of meters, as it has been at the Jackson Lake 
Dam site. 

Surface Wave Phase Velocity (ft/sec) 5.5 COMPARISON OF THEORETICAL 
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Fig 5.17. Dispersion curve using random motion for 
a receiver spacing of 8 ft (2.4 m); phase spectrum 

shown in Fig 5.15. 

The Spectral-Analysis-of-Surface-Waves method in 
its current fonn assumes that only plane Rayleigh waves 
are generated and measured during field testing. 
Soochez-Salinero (1987) perfonned an analytical study of 
the differences between dispersion curves calculated us­
ing a solution for wave propagation in a layered half 
space which accounts only for plane Rayleigh waves and 
a solution which includes all wave types. In Chapter 6, 
an experimental means is devised to investigate the valid­
ity of the plane wave assumption. Since phase spectra 
have been used extensively to examine the differences 
between various sources and input motions in this chap­
ter, it was decided to study the differences between the 
plane wave solution and the complete (Green's function) 
solution in tenns of phase spectra in this chapter as well . 
An interesting perspective on the differences between 
these two solutions can be obtained by examining the 
phase spectra. 

The plane wave solution corresponds to the natural 
modes of vibration of a layered half space. As such, 
there is no source per se included in the plane wave solu­
tion. In the Green's function solution, a source mecha­
nism is specifically included in the fonnulation of the 
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problem. The Green's function solution, therefore, more 
closely models the actual field conditions, because it in­
cludes all wave types and models the source. More de­
tails of each type of solution are included in Chapter 6. 

It is possible to compute phase spectra for both of 
these solutions. The purpose for doing so is to more fully 
understand what characteristics of phase spectra are 
caused by the addition of other wave types and more re­
alistic source mechanisms to the solution. The theoretical 
profile used to calculate the phase spectra for both the 
plane wave and Green's function solution is the inter­
preted profile shown in Fig 4.6. 

A comparison of the phase spectra corresponding to 
each solution for a receiver spacing of 8 ft (2.4 m) is 
shown in Fig 5.32. The two spectra are very similar ex­
cept from 80 to 120 Hz. In general, the lines which com­
pose the phase specttum of the plane wave solution tend 
to be "straighter," whereas the lines the lines which com­
pose the phase specttum of the Green's function solution 
exhibit more "curves." The curved behavior coincides 
more closely with the behavior often observed in experi­
mental data It is likely that body waves are responsible 
for this behavior. 

A similar comparison between the plane wave and 
cross power spectrum solution for a 32-ft (9.8-m) 
receiver spacing is shown in Fig 5.33. At this receiver 
spacing the two spectra are again very similar except 
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Fig 5.19. Dispersion curve using random input 
motion for a receiver spacing of 32 ft (9.8 m); 

phase spectrum shown in Fig 5.18. 

between 80 and 100Hz. In this range of frequencies, the 
cross power specttum exhibits behavior which is often 
associated with reflections of waves within the profile 
(Sheu, 1987). Trends in phase such as this are usually 
interpreted to be one cycle, but the plane wave solution 
suggests that there are actually two cycles present. 

It is hoped that by studying the phase calculated us­
ing more accurate models such as the Green's function, a 
better understanding can be gained of behavior like that 
observed in the phase specttum in Fig 5.11. 

5.6 THE USE OF TRANSFER FUNCTIONS 
TO MEASURE DISPERSION 

It has been suggested (SW:lchez-Salinero, 1987) that 
the transfer fWlction between the source and flfSt receiver 
be used to calculate dispersion, rather than the cross 

· power spectrum between the first and second receivers. 
As discussed in Section 3.4.1, the cross power spectrum 
is the phase difference between two similar types of mo­
tion (usually particle velocity or acceleration) measured 
at each receiver. The transfer function, however, is the 
phase difference between the force applied at the source 
and motion (either particle velocity or acceleration) at the 
first receiver. As such, it is an approach to dispersion 
calculations fundamentally different from the cross power 
specttum. 

The Green's fWlction solution is well-suited for cal­
culating the theoretical transfer function, because the 
Green's function describes the displacement (or velocity 
or acceleration) at one point in the medium in terms of 
the force applied at another point. Therefore, it is a 
simple matter to calculate the phase difference between 
the force and the motion, because this difference is equal 
to the phase of the Green's function. A comparison of 
the theoretical phase difference calculated using the trans­
fer function (with particle velocity) and the cross power 
specttum for a receiver spacing of 8 ft (2.4 m) is shown 
in Fig 5.34. The same comparison is presented in Fig 
5.35 for a 32-ft (9.8-m) receiver spacing. For both re­
ceiver spacings, the two phase spectra differ over por­
tions of the frequency range. 

In practice, the measurement of the transfer function 
between the source and the frrst receiver is much more 
difficult. The problem centers around the inability to 
accurately measure the force which is applied to the 
ground surface. One possible means of measuring the 
transfer function experimentally is to use an insttumented 
hammer (transient input motion) to obtain the force input 
to the ground surface. An instrumented hammer contains 
a load cell which senses the fon::e required to stop part of 
the mass of the hammer when it contacts a surface. 
Unfortunately, the force required to stop the hammer is 
different from the force applied to the ground surface 
(Halvorsen and Brown, 1977). To account for the 
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Fig 5.20. Spectral functions obtained using swept-sine input motion for a receiver spacing of 8 ft (2.4 m). 
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difference, the hammer must be calibrated, but the 
calibration is very dependent on the surface which the 
hammer impacts and, to a lesser extent, on how the 
hammer is swung (Thornhill and Smith, 1980). 
Therefore, instrumented hammers are difficult to use for 
surface wave testing, because each hammer needs to be 
calibrated for each impact surface. Another problem 
associated with the use of instrumented hammers is that 
the large peak forces present during the impact may result 
in nonlinear soil or pavement behavior in the vicinity of 
the impact. 

The use of random input motion or sinusoidal input 
motion to measure the transfer function is equally diffi· 
cult One method of using random or sinusoidal motion 
is to attach an accelerometer to the base of the electrome­
chanical vibrator to record the acceleration of the base of 
the vibrator during testing. This system can be modelled 
using a one-degree-of-freedom model with viscous damp­
ing, as shown in Fig 5.36(a), where the mass, m, repre­
sents the vibrator and the springs and dashpot represent 
the soil or pavement. The force vectors acting on the 
mass are illustrated in Fig 5.36(b). The acceleration mea­
sured at the base of the vibrator during testing is propor­
tional to the inertial force, mw2A, shown in Fig 5.36(b). 
The force applied to the soil or pavement is equal and op­
posite to the resultant of the stiffness and damping force 
vectors, kA and cwA, respectively. This resultant force is 
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Fig 5.21. Dispersion curve using swept-sine input 
motion for a receiver spacing of 8 ft (2.4 m); 

phase spectrum shown in Fig 5.20. 

illustrated by the dashed line in Fig 5.36(b). Clearly, the 
inertial force is out of phase with respect to the resultant 
force applied to the soil or pavement for nonzero values 
of damping. This fact prevents the use of an accelerom­
eter on the base of the vibrator to measure the force ap­
plied to the soil or pavement. 

F'mally, use of the transfer function to measure sur­
face wave dispersion requires that a Green's function so­
lution be implemented in an inversion algorithm. The 
plane wave inversion algorithm now in use more closely 
approximates the characteristics of the cross power spec­
trum approach rather than the transfer ftmcdon approach. 
Unfortunately, the Green's function solution is too time­
consuming (expensive) to implement on a production ba­
sis (S~chez-Salinero, 1987). 

In short, although the transfer function approach to 
surface wave dispersion calculations appears attractive 
from a theoretical viewpoint, there are a number of prac­
tical difficulties which must be overcome before the 
method can be used in practice. 

5.7 SUMMARY 
The unpredictability of impact-type (transient mo­

tion) sources has been a persistent problem encountered 
when using the Spectral-Analysis-of-Surface-Waves 
method at soil and pavement sites. Since the inception of 
the SASW method, many different types of impact 
sources ranging from simple hammers to large dropped 
weights have been used, with varying degrees of success, 
to generate surface seismic waves. Two alternate types of 
input motion, random and sinusoidal, have been evalu­
ated as alternatives to transient motion. Both of these 
types of motion utilize an electromechanical vibrator to 
transmit the motion to the ground surface. 

Transient, random, and sinusoidal motions were 
compared using four criteria: (1) peak value of the time 
record; (2) total power contained in the signal; (3) the 
auto power spectrum ofeach signal; and (4) the peak-to­
rms ratio for each type of motion. The auto power spec­
trum was found to be the most meaningful way to com­
pare the three types of motion. Swept-sine motion was 
found to contain significantly higher levels of power be­
cause of its ability to concentrate power at individual fre­
quencies during the measurement. 

The three types of motion were also compared using 
field measurements of dispersion performed at the 
Hornsby Bend test site. All three types of motion re­
sulted in phase spectra containing good-quality data. In 
most instances, the spectra measured using random and 
sinusoidal motion were slightly improved with respect to 
the spectra measured with transient motion. At sites 
where transient motion fails to work well, the improve­
ments as a result of using random or swept-sine motion 
could make the difference between acceptable and unac­
ceptable data. 
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A bulldozer or other heavy equipment which idles in 
place or moves back and forth within a small area has 
been used recently as a source of surface waves. The 
motion from the bulldozer approximates a random input 
signal. At one site where a bulldozer has been used, 
Jackson Lake Dam, the increase in the quality of the 
measured phase spectra with respect to conventional im­
pact sources was substantial. Another source which the 
Jackson Lake Dam study provided the opportunity to use 
was a 32-ton (285-kN) dynamic compaction weight 
dropped from a distance of 100ft (30m). The large 
weight successfully generated frequencies as low as 800 
mHz and wavelengths as long as 4,000 ft (1.2 km). 
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Fig 5.23. Dispersion curve using swept-sine input 
motion for a receiver spacing of 32 ft (9.8 m); 

phase spectrum shown in Fig 5.22. 

0 

A comparison was made of theoretical phase spectra 
calculated using a solution which includes only plane sur­
face waves and one which includes all wave types. The 
comparison indicated that many of the phenomena com­
monly observed in actual phase spectra such as phase re­
versals and curved lines likely resuJt from the influence 
of other wave types. 

Finally, one possible alternative to the current way in 
which SASW testing is performed is to use to transfer 
function (the phase difference between the force applied 
to the ground surface by the source and the motion at the 
flfst receiver), mther than the cross power spectrum, be­
tween the motions at the two receivers. Unfortunately, it 
is very difficult to make an accurate measurement of the 
force applied to the ground surface. This fact makes the 
transfer function method extremely difficult to use in 
pmctice. 

Time (sec) 

Fig 5.24. Typical time records ot motion generated by a bulldozer. 
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time records shown in Fig 5.24. 
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Fig 5.26. Spectral functions measured using conventional 21 0-lb (935-N) dropped weight source; Example 1. 
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Fig 5.27. Spectral functions measured using bulldozer as a source; Example 1. 
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Fig 5.28. Spectral functions measured using conventional 210-lb (935-N) dropped weight source; Example 2. 
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Fig 5.29. Spectral functions measured using bulldozer as a source; Example z. 
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Fig 5.32. Comparison of theoretical phase spectra calculated using the plane wave and Green's function 
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Fig 5.33. Comparison of theoretical phase spectra calculated using the plane wave and Green's function 
solutions for a receiver spacing of 32 ft (9.8 m). 
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CHAPTER 6. COMPARISON OF EXPERIMENTAL AND 
THEORETICAL WAVE MOTIONS 

6.1 INTRODUCTION 
As discussed in Chapter Three, there are two basic 

assumptions which apply to the Spectral-Analysis-of-Sur­
face Waves method in its current form. The flrst of these 
assumptions is that only plane surface (Rayleigh) waves 
are measured during fleld testing. The effect of body 
waves on measured dispersion curves is ignored. The 
second is that only fundamental-mode surface wave mo­
tion contributes to the measured dispersion. (Surface 
wave motion is, in general, a combination of several 
modes of propagation.) These two assumptions result 
from the inversion method currently used in surface wave 
testing. The inversion procedure, which is based upon a 
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Fig 6.1. Experimental test arrangement used to 
evaluate the contribution of each 

surface wave mode. 
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Fig 6.2. Calibration curve of vertical geopbone in the 
4.5-Hz triaxial geopbone package. 
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Haskell-Thomson matrix formulation, calculates only the 
solutions of the equations of motion corresponding to 
plane surface wave propagation. In using the procedure, 
the operator usually considers only the fundamental mode 
when matching the theoretical and experimental disper­
sion curves as described in Chapter 3. Although algo­
rithms exist which include the effects of body waves and 
higher modes of surface wave propagation, the algo­
rithms are far too time consuming and expensive to 
implement in production-type testing (Slillchez-Salinero, 
1987). Slinchez-Salinero analytically investigated the im­
plications of using an inversion method based upon the 
simpler, more economical Haskell-Thomson algorithm 
and found that it provided acceptable solutions as long as 
certain criteria regarding relative spacings of source and 
receivers were observed. 

The goal of this chapter is to examine the two as­
sumptions from an experimental viewpoint. This was 
done by calculating the portion of experimentally-mea­
sured displacements resulting from each mode of surface 
wave propagation to investigate: (1) if surface waves 
comprise the majority of the measured displacements, 
and (2) if, furthermore, fundamental-mode surface wave 
motion dominates. The relative contribution of each 
mode is calculated using the mode participation factor . 
Finally, a comparison of measured particle motions in 
cased and uncased boreholes and a comparison of mea­
sured and theoretically-predicted particle motions is also 
presented . 

6.2 MEASUREMENT OF 
EXPERIMENTAL PARTICLE MOTIONS 

To determine the relative contribution of the various 
modes of surface wave motion to the overall motion, it 
was necessary to make measurements of particle motion 
at various depths within a borehole located at the 
Hornsby Bend test site. A schematic illustration of the 
test arrangement used to accomplish this task is presented 
in Fig 6.1. Sixteen measurement depths were used to 
deflne the variation of vertical and horizontal particle 
motions with depth as accurately as possible. 
Measurements were performed in 2-ft (0.6-m) increments 
from the surface a to depth of 24 ft (7 .32 m) and also at 
depths of 1, 3, and 5 ft (0.30, 0.91 and 1.52 m) to provide 
more detail near the surface. A single, triaxial geophone 
with a natural frequency of 4.5 Hz was used to measure 
the vertical, radial and transverse particle velocities in the 
borehole. Calibration curves for the vertical, radial, and 
transverse geophones contained within the triaxial 
geophone package are included in Appendix C. Although 
it would have been preferable to simultaneously measure 



particle velocities at more than one depth, the recording 
instrument used was limited to two channels. (A 
Hewlett-Packard Model 3562A Dynamic Signal Analyzer 
was used to record the signals. A description of the 
instrument is included in Chapter 3.) An advantage of 
using only one seophone is that no discrepancies will 

. arise which are caused by the different calibration factors 
of multiple seophones. At each measurement depth, the 

8eopbone was placed and oriented using square 
aluminum tubing. The geophone was held tightly against 
the wall of the casing by an inflatable "packer." After the 
geopbone was secured, the orientation tubing was 
removed w eliminate a potential source of noise. In 
addition to the triaxial geophone in the borehole, a single 
vertical geophone with a natural frequency of 2 Hz was 
placed on the ground surface near the borehole. The 2-
Hz geopbone acted as a reference so that measurements 
at each depth could be normalized with respect to the 
vertical motion at the ground surface if so desired. 
Normalization reduced the variations in particle motions 
caused by changes in the output level of the 
electromechanical source. 

The source used in this study was a 50-lb (222-N) 
electromechanical vibrator located 24 ft (7.32 m) from 
the borehole as shown in Fig 6.1. The vibrator was pro· 
grammed to sweep through frequencies ranging from 10 
to 100 Hz. The voltage level input to the vibrator was 
maintained at a constant value so that the output level 
would be as consistent as possible each time the sweep 
was repeated for a new measurement depth. 

At each depth three pairs of measurements were per· 
fonned: (1) vertical and radial motion in the borehole, 
(2) vertical and transverse motion in the borehole, and (3) 
vertical motion in the borehole and at the ground surface. 
The power spectrum of each component of motion was 
recorded using the dynamic signal analyzer. Finally, par­
ticle displacement amplitude spectra were calculated 
from the power spectra by applying the calibration factor 
of the geophone to the measured voltage and integrating 
in the frequency domain. Examples of a calibration 
curve and a particle displacement spectrum are shown in 
Figs 6.2 and 6.3, respectively. The complete collection of 
particle displacement spectra are included in Appendix D. 

6.3 COMPARISON OF PARTICLE 
MOTIONS IN A CASED BOREHOLE AND 
1N THE FREE FIELD 

The 'borehole used to make measurements of particle 
motion versus depth had 4-in. (10.2-cm) diameter PVC 
casing wbicb was grouted in place. It was essential, 
therefore, to detennine if the PVC casing and grout influ­
enced the measured particle motions since accurate mea­
surements of the amplitude of motion were critical. Ac­
. curate measurements of particle motions in boreholes are 
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also important in crosshole and downhole testing if val­
ues of material damping are to be estimated with either of 
these methods (Mok, 1987). 

To determine to effect of the borehole and casing on 
particle motions, a second, uncased borehole was drilled 
approximately three feet (0.91 m) away from the cased 
borehole. Two triaxial geophones which were identical 
to the triaxial geophone used in the cased borehole were 
placed in the uncased borehole at depths of 6 and 12 ft 
(1.83 and 3.66 m) and the borehole was backfilled with 
soil. Suddbiprakarn (1984) has determined that the effect 
of an inclusion such as a geopbone on the measured par­
ticle motions is very small (less than 3 percent) as long as 
the ratio of the wavelength to the size of the geophone is 
greater than four. Since this criterion was satisfied for 
the entire range of frequencies used in this study (1 0 to 
100Hz), it was assumed that the two geophones in the 
backfilled borehole accurately measured the free-field 
motion. The source was positioned equidistant from both 
boreholes as shown in Fig 6.4. The geophone in the 
cased borehole was secured at 6 and then 12 ft (1.83 and 
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Fig 6.3. Typical particle displacement amplitude 
spectrum. 
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Fig 6.4. Plan view showing the relative locations of 
the source, cased borehole, and backfilled borehole . 
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3.66 m) and each component of motion (vertical, trans­
verse and radial) was measured simultaneously with the 
same component in the backfilled borehole. 

A comparison of the measured displacements at 
depths of 6 and 12 ft (1.83 and 3.66 m) is presented in 
Figs 6.5 and 6.6, respectively. In each figure, compari­
sons are presented for vertical, radial, and transverse mo­
tion. At a depth of 6 ft (1.83 m), the particle displace­
ments in the vertical and radial directions match within 
approximately 10 percent, which is considered very good 
agreement In the transverse direction, the two motions 
agree well in the range of frequencies from 25 to 60 Hz 
but compare poorly from 60 to 90 Hz. It is possible that 
a resonance in the geophone-PVC casing system may 
have led to the amplification of the motion at frequencies 
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Fig 6.5. Comparison of measured displacements in a 
cased borehole and free·field displacements at 

a depth of 6 n (1.83 m). 

centered around 65 Hz. Another contributing factor is 
that a vertically-acting source on the surface is a poor 
generator of horizontally-polarized shear waves (SH 
waves) which the transverse geophone is intended to 
measure. A more meaningful comparison of transverse 
motion would be performed using a source which is rich 
in SH motion. Fortunately, transverse motions were not 
required to determine the contribution of the various 
modes of propagation as described in subsequent sections 
of this chapter. 

At the 12-ft (3.66-m) depth (Fig 6.6), the particle 
displacements in the vertical direction agree very well. 
In the radial direction, however, the motions compare 
poorly. The difference between the two motions was 
traced to a faulty radial geophone in the backfilled 
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Fig 6.6. Comparison of measured displacements in a 
cased borehole and free-field displacements at 

a depth of 12 n (3.66 m). 



The comparison of displacements in the 
transverse direction at a depth of 12ft (3.66 m) indicates 
tbe same phenomena which were observed at 6 ft (1.83 

The motions agree reasonably well from 10 to 30Hz 
but rather poorly for the remainder of the record. It is 
likely that the same factors which contributed to the poor 

"·'"a.greeDlcuL of the transverse motions at a depth of 6 ft 
·. (1.83 m) may have also caused the poor agreement at 12 
... ft (3.66 m). 
· It was concluded that the measured particle displace-
ments in the cased borehole were not significantly influ­
enced by the presence of the PVC casing and grout. 

.. ··Therefore, particle displacements measured in the cased 
borehole were assumed to represent free-field motions 

. • and were used for the comparisons and calculations pre­
.sented in the remainder of this chapter. The results also 
indicate that cased boreholes can successfully be used 
with the crosshole and downhole seismic methods when 
accurate amplitudes of motion are required for measure­
ments of material damping. 

6.4 COMPARISON OF EXPERIMENTAL 
AND THEORETICAL MOTIONS 

One of the purposes of performing the series of mea­
surements described in this chapter was to see how well 
experimental displacements could be predicted using 
theoretical solutions for wave propagation in a layered 
half-space. In addition, accurate predictions of particle 
motion are a prerequisite for determining the contribution 
of different modes of propagation. 

In the sections which follow, the results of the ex­
perimental measurements of particle displacement versus 
depth are discussed along with the procedure used to cal­
culate the theoretical displacements. Finally, the experi­
mental and theoretical motions are compared. 

6.4.1 EXPERIMENTAL PARTICLE 
DISPlACEMENTS 
The field procedure used to measure the variation of 

particle displacements with depth is discussed in Section 
6.2. A typical particle displacement spectrum resulting 
from the field measurements is presented in Fig 6.3, and 
the complete set of measured spectra are included in Ap­
pendix D. 

Once the experimental displacement spectra had 
been measured, three frequencies were selected to com­
pare the theoretical and experimental motions versus 
depth. The lowest frequency (15.96 Hz) was selected to 
result in a wavelength which was approximately equal to 
the maximum depth at which displacements were mea­
sured (24 ft or 7.32 m). By selecting a low frequency, 
the number of measurement depths located within one 
wavelength of the surface was maximized. A high fre­
quency (80.09 Hz) was chosen so that the corresponding 
wavelength would be short with respect to the distance 
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a frequency of 15.96 Hz. 

between tbe source and the borehole. Although this re­
sulted in relatively few measurement depths within the 
ftrst wavelength of the surface, the intent of having a 
large number of wavelengths from the source to the bore­
hole was to reduce the effect of body waves on the mea­
sured displacements. Finally, a third frequency, 50.05 
Hz, was chosen approximately midway between 15.96 
and 80.09 Hz to compromise between the number of 
measurement depths within the ftrst wavelength of the 
surface and the number of wavelengths from the source 
to tbe borehole. The values of phase velocity corre­
sponding to each frequency are 493, 475, and 376 ft/sec 
(150, 145, and 115 mlsec) for 15.96, 50.05, and 80.09 
Hz, respectively. Values of phase velocity and frequency 
were used to calculate experimental wavelengths for each 
frequency. The experimental wavelengths are 30.9, 9.5 
and 4.7 ft (9.4, 2.9 and 1.4 m) for frequencies of 15.96, 
50.05 and 80.09 Hz, respectively. 

For each of these three frequencies, the particle dis­
placements were read from the particle displacement 
spectra and plotted to examine the variation of displace­
ment with depth. The variation of vertical, radial and 
transverse motions versus depth are presented in Figs 6.7 
through 6.9 for frequencies of 15.96, 50.05 and 80.09 Hz, 
respectively. The vertical and radial displacements for 
the lowest frequency (Fig 6.7) decay rapidly with depth 
as expected for surface wave motion. Furthermore, the 
vertical displacement amplitudes increased slightly just 
beneath the surface before rapidly decaying. This distri­
bution of displacements is very similar to the distribution 
of displacements associated with surface wave motion in 
a uniform half space (see Fig 3.2). The radial motion dif­
fers, however, from that found in a uniform half space 
because no depth at which the radial displacement is 
equal to zero (a nodal point) can be easily identified. The 
transverse displacements are small compared to the verti­
cal and radial motions as expected. For a vertical surface 
load in a medium in which the material properties vary 
only with depth and is laterally homogeneous, the theo­
retical transverse displacements are zero. The relatively 
large values of transverse displacement observed at 
depths of 2, 3 and 4 ft (0.61, 0.91 and 1.22 m) may be 
caused by resonances such as those mentioned in Section 
6.3 or by reflections of waves from lateral 
inhomogeneities . 

The distribution of vertical and radial displacements 
with depth for the middle frequency (Fig 6.8) is very 
similar to tbat of the lowest frequency and indicates that 
the amplitude of displacements decays very rapidly 
within the ftrst wavelength of the surface. The transverse 
displacements exhibit more variability than those for the 
lowest frequency but are still reasonable. 

Finally, for the highest frequency (Fig 6.9), the 
variation of particle displacements is very difficult to 
interpret. The trends which were present in the low and 



middle frequency data are not present in the high 
frequency data. Part of the reason that this data is 
difficult to interpret is that there are very few 

· measurement depths available within the flfSt wavelength 
of the .surface to define the variation of displacements 
accurately. Because the high frequency data is so 
difficult to interpret, it will not be included in the 
comparisons and calculations in subsequent sections of 
tbis cbapter. 

To provide a basis for comparing displacement data 
from different frequencies and to provide a means of cor~ 
reeling the data to account for possible variations in the 
output level of the source, the displacement data (vertical, 
radial and transverse components) for the low and middle 
frequencies were normalized with respect to the vertical 
displacement at the surface. As described in Section 6.2, 
a single vertical geophone was placed on the ground sur~ 
face and was recorded as part of data set at each measure~ 
ment depth. The output from this geophone was used to 
normalize the displacements recorded at depth within the 
borehole. The depths at which measurements were made 
were also normalized with respect to the experimentally· 
measured wavelength at each of the frequencies. 

Plots of normalized displacement for each compo· 
nent of motion versus normalized depth are shown in Fig 
6.10 for the lowest frequency (15.96 Hz) and in Fig 6.11 
for the middle frequency (50.05 Hz). In general, data at 
both frequencies exhibits the same trends as those men· 
tioned previously for the absolute displacements (i.e. rap­
idly decaying displacements with depth). Plots contain· 
ing the normalized displacements for both frequencies are 
shown for vertical motion in Fig 6.12 and for radial mo· 
tion in Fig 6.13. The comparison of vertical motions in· 
dicates that the normalized displacements for each fre· 
quency are quite different despite the fact that they both 
decay rapidly with depth within the first wavelength. 

·The difference is not unexpected since the normalized 
displacements should be the same only if the measure· 
ments were made in a uniform half space. In a heteroge· 
neous, layered half space, the displacements associated 
with various frequencies will differ because the wave ef· 
fectively samples different portions of the proflle (i.e. dis· 
persion). Although the normalized displacements appear 
to agree much better for motion in the radial direction 
(witJ.l the exception of displacements in the upper portion 
of a wavelength), the same reasoning also applies to ra· 
dial displacements. 

6.4.2 THEORETICAL PARTICLE 
DISPLACEMENTS 
A computer program which calculates the Green's 

function for a layered half space was used to compute the 
theoretical particle displacements to compare to the ex· 
perimental displacements. The Green's function for a 
medium expresses the displacements at one point in the 
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medium in terms of the applied loads or stresses at an­
other point in the medium. The displacements deter­
mined using a Green's function solution include the con­
tributions of all types of waves which propagate in the 
medium. The computer program used to calculate the 
theoretical displacements used in this chapter was written 
by S&Ulchez-Salinero (1987) and is based upon a formula­
tion of the Green's function developed by Kausel (1981). 
The version of the program which was used requires the 
user to manually input the discretized profile. In doing 
so, the author followed the guidelines recommended by 
S&Ulchez-Salinero (1987) to assure that the theoretical dis­
placements were accurate. 

The material profJ.le used to calculate the theoretical 
displacements was the interpreted profJ.le presented in Fig 
4.6. The profile was based upon results of several 
crosshole measurements made in recent years at the 
Hornsby Bend test site. It was decided to use results 
from crosshole measurements rather than surface wave 
measurements to provide an independent means of deter­
mining the profile. 

6.4.3 COMPARISON OF EXPERIMENTAL AND 
THEORETICAL PARTICLE DISPLACEMENTS 

One method of comparing the experimental and 
theoretical displacements is to compare the actual values 
of the measured and predicted motions to see how well 
they agree. Comparisons between experimental and theo­
retical displacements for motion in the vertical and radial 
directions are shown in Figs 6.14 and 6.15, respectively, 
for the lowest frequency (15.96 Hz). The distribution of 
vertical particle displacements with depth (Fig 6.12) 
shows that, although the shape of the two curves is quite 
similar, the theoretical displacements exceed the mea­
sured ones by about 40 percent. The comparison of the 
radial displacements indicates that the experimental and 
theoretical displacements have somewhat similar shapes, 
but that the theoretical displacements again exceed the 
experimental ones over a significant range of depths. 
One possible reason that the predicted displacements are 
greater than the measured ones is that the amplitude of 
the load used to calculate the predicted displacements is 
larger than the load which was actually applied in the 
field. The electromechanical vibrator which was used to 
generate the motions in the field had a maximum capac­
ity of 50 lb (222 N). The vibrator was operating at fre­
quencies which are in the transition zone between the 
range of frequencies where the maximum peak-to-peak 
amplitude of the vibrator limits the available force output 
and the range of frequencies where the maximum force 
(50 lb or 222 N) is available. A load of 50 lb (222 N) 
was used to calculate the theoretical displacements. It is 
likely that the vibrator was not operating at its maximum 
capacity and, therefore, the measured displacements are 
smaller than predicted. 



Comparisons between the measured and predicted 
motions for the middle frequency (50.05 Hz) are pre­
sented in Fig 6.16 for vertical motion and in Fig 6.17 for 
radial motion. The theoretical vertical displacements also 
exceed the experimental vertical displacements at this 
frequency, but both measured and predicted displace­
ments bave the same general shape. The difference be­
tween the two motions is substantially greater than 40 
percent (at the smface ), however. The experimental and 
theoretical radial displacements have very different 
shapes with the theoretical displacements exceeding the 
experimental displacements over a significant range of 
depths. 

A second means of comparing measured and pre­
dicted motions is to normalize the displacements with re­
spect to the vertical motion at the surface. (Experimental 
and theoretical motions are each normalized by their re­
spective vertical surface motion.) Normalizing the dis­
placements removes differences in motion caused by 
varying source amplitudes and permits a more meaning­
ful comparison of the differences between measured and 
predicted displacements. Depths were also normalized 
with respect to the wavelength corresponding to the fre­
quency of interest 

Normalized experimental and theoretical displace­
ments at the lowest frequency are compared with one an­
other in Fig 6.18 for motion in the vertical direction and 
in Fig 6.19 for motion in the radial direction. The agree­
ment between the vertical displacements is very good 
over the entire range of normalized depths. For radial 
motion, the overall agreement between the experimental 
and theoretical displacements is reasonable, but the dif­
ferences between the two curves are more pronounced in 
this case than in the case of vertical motion. 

At the middle frequency, the comparison between the 
experimental and theoretical displacements is shown in 
Figs 6.20 and 6.21 for vertical and radial motions, respec­
tively. The vertical motions compare reasonably well; 
both experimental and theoretical displacements show a 
very· similar decay within the frrst wavelength of the sur­
face. The radial motions differ substantially near the sur­
face but agree well at depth. 

Using the normalized results as the basis of compari­
son, it may be concluded that the agreement between the 
experimental and theoretical results is reasonably good, 
with the exception of radial motions near the surface at 
the middle frequency. There are two obvious reasons 
which may account for the discrepancies observed be­
tween the measured and predicted motions. The f1rst ex­
planation is that there are either random or systematic er­
rors in the experimental data. The lack of large 
fluctuations in the experimental displacements at isolated 
depths seems to indicate that there are relatively few sig­
nificant random errors in the experimental data. System­
atic errors in measuring the experimental displacements 
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Fig 6.15. Comparison of experimental and theoretical 
particle displacements in the radial direction for 

a frequency of 15.96 Hz. 
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Fig 6.16. Comparison of experimental and theoretical 
particle displacements in the vertical direction for 

a frequency of 50.05 Hz. 
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Fig 6.17. Comparison of experimental and theoretical 
particle displacements in the radial direction for a 

frequency of 50.05 Hz. 
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Fig 6.18. Comparison of normalized experimental 
and theoretical particle displacements in the vertical 

direction for a frequency of 15.96 Hz. 

may be responsible for many of the differences between 
the measured and predicted motions. Examples of errors 
of this type which were discussed earlier include reso­
nances in the geophone-PVC casing system, poor cou­
pling between the soil and grout-casing system at shallow 
depths where the in situ stresses are the smallest (and 
shrinkage of the grout may occur), and errors caused by 
differences in the impedance of the soil and casing in the 
soft soil layers near the surface. The second type of error 
which may have occurred and led to the observed differ­
ences between the experimental and theoretical displace­
ments is an error caused by the inability to model the ac­
tual subsurface conditions accurately using a simple 
"layer cake" model. Obviously, the predicted displace­
ments are only as accurate as the model which was used 
to calculate them. The presence of lateral inhomo­
geneities is one example of how the actual subsurface 
conditions could have differed from those assumed in the 
model. 

6.5 MODE CONTRIBUTION 
CALCULATIONS 

The primary objective of this chapter is to assess the 
relative contribution of the various modes of surface 
wave propagation to the overall motion to determine if 
fundamental-mode surface waves dominate the overall 
motion. The procedure used to do this consists of three 
basic steps: (1) calculation and identification of the 
mode shapes (variation of displacement with depth) for 
the ftrst few modes of surface wave propagation, (2) de­
termination of the linear combination of these mode 
shapes which sums to the observed experimental dis­
placements, and (3) calculation of the contribution of 
each mode using the mode participation factors deter­
mined in Step 2. These three steps are explained in detail 
in the following sections. 

This technique has been used by Lysmer and Drake 
(1972) to determine the portions of incident surface wave 
energy which were reflected and transmitted by lateral 
inhomogeneities in a finite element model of the Central 
Valley of California and the Sierra Nevada. 

6.5.1 IDENTIFICATION OF INDIVIDUAL 
SURFACE WAVE MODES 
Two methods were used to identify the 

displacements associated with the first few modes of 
surface wave propagation. The ftrst method, which was 
relied upon to the greatest extent, utilized the same 
Green's function program described in Section 6.4.2. For 
each frequency, the displacements corresponding to all 
modes (surface and body waves) were calculated. In a 
solution of this type, if there are n layers underlain by a 
half space, there are 2n + 2 modes of propagation which 
must be considered. The subsurface model used for this 
portion of the study contained 30 layers for the lowest 
frequency (15.96 Hz) and 37 layers for the middle 



trf"J.lue:ocy (50.05 Hz). (Although only 17 layers are 
.-.r'"'"""' in the model of the Hornsby Bend site described 

Cbaptet Four, these 17 layers were often subdivided in 
to calculate the displacements accurately.) 

. consequent1y, there were 62 and 76 modes contained in 
me solution for the two frequencies of interest. From 
tbese many modes, the three or four modes which 
.A,IDnesponded to the f'trst few surface wave modes were 

· selected. 
The selection process used to identify the modes was 

often ambiguous because many of the modes have similar 
.'"Characteristics which makes it difficult to choose those 
~"trlodi::.S associated with surface waves. Two criteria were 

to make the selection: (1) the characteristics of the 
'wavenumber and (2) the value of phase velocity for each 
~mode. The wavenumber is a complex number defmed as 
ttbe ratio of the circular frequency, w, to the phase veloc­

c. For surface wave modes, the real part of the 
· wavenumber is large compared to the imaginary part 

(Lysmer and Drake, 1972). This characteristic was used 
,to identify possible surface wave modes. The phase ve­
'locity (c = w/k) of each mode was also calculated and 
used to further refine the choice of surface wave modes. 
·Using t1lis procedure, it was possible to identify three or 
:'four surface wave modes for each frequency. The mode 
;shapes determined for the lowest and middle frequencies 
..Bre presented later in t1lis section. 

The second method used to calculate the modes of 
.propagation associated with surface waves was based 
upon the solution for the natural modes of propagation 
which utilizes t1le continuous stiffness matrix formulation 
described by Kausel and Roesset (1981). (As a matter of 
interest, the Green's function solution described in Sec-

6.4.2 uses the discrete version of t1le stiffness matri­
ces.) Using this approach it is possible to determine the 

• -·phase velocities and wavenumbers of the surface wave 
modes using the methods explained in Kausel and 
Roesset (1981). Once t1le phase velocity corresponding 
cto one of the surface wave modes has been calculated, the 
associated mode shape is found using a technique sug­
gested by Roesset (1988). Unfortunately, the mode 
shapes determined in this manner are each normalized to 

unit vertical displacement at the surface and do not con-
tain information about the actual displacements for each 

or about the relative amplitude of displacements 
mode to mode. As such they were used to compare 

the general mode shapes qualitatively with those deter­
mined using the Green's function solution to provide an­

indication that the proper modes had been selected. 
The phase velocities and wavenumbers which were 

·.-w~-.u ... u:, ... for the first three modes of surface wave 
·propagation at the lowest frequency (15.96 Hz) are 

...... LU.,~~rut:u in Table 6.1. Only t1le real parts of t1le phase 
: . velocity and wavenumber are shown in this table because 

imaginary parts are nearly zero. 
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Fig 6.19. Comparison of normalized experimental 
and theoretical particle displacements in the radial 

direction for a frequency of 15.96 Hz. 
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Fig 6.22. Vertical component of displacement for the 
f'lrst three modes of surface wave propagation at a 

frequency of 15.96 Hz; calculated using 
tbe discrete solution. 

The values of phase velocity and wavenumber agree 
very well for the first mode. Values for the second and 
third modes do not agree as well and serve to emphasize 
the difficulties encountered when interpreting the modaJ. 
data. 

The variation of the vertical component of displace­
ment with depth for each mode is shown in Fig 6.22 for 
the discrete solution and in Fig 6.23 for the continuous 
solution. It is important to remember that the displace­
ments given for the continuous solution are individually 
normalized for each mode and are not actual displace­
ments, nor is the relative amplitude between the three 
modes accurate. Nevertheless, ·it is apparent that the 
mode shapes are very similar for both the discrete and 
the continuous solution. This similarity was interpreted 
as additional evidence that the correct discrete modes had 
been selected. The horizontal components of the modal 
displacements are shown in Fig 6.24 for the discrete solu­
tion and in Fig 6.25 for the continuous solution. It is im­
portant to remember that the horizontal mode shapes cal­
culated using the continuous solution are normalized with 
respect to a unit vertical displacement for that mode. The 
shapes of the first and third modes calculated using the 
two solutions are very similar, but there is a noticeable 
difference between the second modes. This difference is 
particularly confusing considering the good agreement 
between the vertical components of motion for the sec­
ond mode, and the reasons for the difference are un­
known at this time. 

TABLE 6.1. SUMMARY OF PHASE VELOCITIES 
AND W AVENUMBERS ASSOCIATED WITH THE 

FIRST THREE MODES OF SURFACE WAVE 
PROPAGATION AT 15.96 HZ 

Discrete Solution Continuous Solution 
Phase Phase 

Mode Velocity Wave Velocity Wave 
Number (ftlsec) Number (ft/sec) Number 

1 661 0.152 658 0.152 
2 952 0.073 1,124 0.089 
3 2,670 0.037 2,957 0.034 

TABLE 6.2. SUMMARY OF PHASE VELOCITIES 
AND W AVENUMBERS ASSOCIATED WITH THE 

FIRST FOUR MODES OF SURFACE WAVE 
PROPAGATION AT 50.05 HZ 

Discrete Solution Continuous Solution 
Phase Phase 

Mode Velocity Wave Velocity Wave 
Number (ft/sec) Number (ftlsec) Number 

1 500 0.628 492 0.639 
2 734 0.428 654 0.480 
3 843 0.373 822 0.382 
4 891 0.353 894 0.351 



Phase velocities and wavenumbers for the frrst four 
modes for the middle frequency (50.05 Hz) are presented 
in Table 6.2. As for the low frequency data, only the real 
parts of the phase velocity and wavenumber are shown in 
this table. The differences between the phase velocities 
and wavenumbers calculated using the two alternate ap­
proaches again highlight the difficulties encountered in 
interpreting the data. The vertical components of dis· 
placement associated with the fli'St four modes of propa­
gation are shown in Figs 6.26 and 6.27 for the discrete 
and continuous solutions, respectively. The mode shapes 
of the ftrst., third, and fourth modes are similar, particu­
larly the fli'St mode. The shapes of the second modes dif­
fer significantly. This is reflected in the poor agreement 
between the phase velocities and wavenumbers of the 
second mode given in Table 6.2. Unfortunately, no other 
discrete mode could be identifted which agreed more 
closely with the continuous mode shape. Horizontal 
components of motion for each mode at 50.05 Hz are 
shown in Fig 6.28 for the discrete solution and in Fig 
6.29 for the continuous solution. The comments which 
were made about .the vertical displacements also apply to 
the horizontal displacements; the frrst, third, and fourth 
modes agree very well but the second mode motion is 
different for the discrete and the continuous solution. 

Despite the differences in some instances between 
the mode shapes calculated using the two solutions, it 
was concluded that the discrete mode shapes were suffi­
cienl.ly accurate to determine the mode participation fac­
tors as described in the next section. 

6.5.2 CALCULATION OF MODE 
PARTICIPATION FACTORS 

The second step of the process used to calculate the 
mode participation factors was to find the linear combi­
nation of the individual modes which sum to the ob­
served displacements (vertical or horizontal). This idea 
can be expressed in equation form by a system of simul­
taneous linear equations: 

0 l,l«t+Ut,2U2+ ... +Ut,m-l"rn-l+Ut,melrn =51 
0 2,1 «t +uz.z«z+ ... +uz.m-1 «ro-t +uz,m"rn = Sz 

(6.1) 

0 n-l;t«t+Un-1,2U2+.:.+Du.J,m·l"rn-1 +Un-t.m«m = Sn-1 
0n,t«l+Un,2U2+ ... +Du,m-l«ro-t+Un,m«m = 5n 

where 

Ua,b 

De 

sd 

m 

= 

= 

= 

= 

the vertical or horizontal displacement 
of mode b at depth a, 
the mode participation factor of mode 
c, 
the vertical or horizontal experimental 
displacement at depth d, 
the number of modes included. in the 
analysis, and 
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Fig 6.23. Vertical component of displacement for the 
first three modes of surface wave propagation at 
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the continuous solution. 
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Fig 6.25. Horizontal component of displacement for 
the frrst three modes of surface wave propagation at 

a frequency of 15.96 Hz; calculated using 
the continuous solution. 
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Fig 6.26. Vertical component of displacement for the 
frrst four modes of surface wave propagation at 

a frequency of 50.05 Hz; calculated using 
the discrete solution. 

n = the number of depths included in the 
analysis. 

This set of simultaneous equations can also be expressed 
in matrix form as follows: 

u1,1 u1,2 u 1,m-1 
u 1,m (l1 81 

u2 1 u2 2 u u (l2 82 
' ' 

2,m-1 2,m 

u n-1,1 · = (6.2) 

u n-1,2 
u u n-1,m-1 n-1,m 

(l 
m-1 

8 n-1 
u n,1 u u n,m-1 

u (l 8 n,2 n,m m n 

or in shortened notation 

(6.3) 

There were more measurement depths than modes in­
cluded in the analysis (i.e., more equations than un­
knowns). The U matrix is, therefore, rectangular and 
standard methods of solving linear systems of equations 
cannot be used to solve for a. This overdetermined sys­
tem of equations must be solved using least squares pro­
cedures (Lawson and Hanson, 1974). One method of 
solving this system of equations is to form the "normal 
equations" by premultiplying both sides of Eq 6.3 by the 
Hermitian (complex conjugate) transpose of the U ma­
trix: 

uH • u • a = uH • B (6.4) 

where H denotes the Hermitian transpose of a matrix. 
The matrix product, UH • U, becomes a square matrix, 
and the modified system of equations may then be solved 
using standard methods. Specifically, 

a = (UH. U)-1 • uH. s . (6.5) 

Using the series of steps outlined in Eqs 6.3 through 
6.5, it is possible to calculate the mode participation fac­
tors from a set of experimental displacements and the in­
dividual mode shapes which correspond to the same type 
of motion (vertical or horizontal) at the same frequency. 

6.5.3 CALCULATION OF THE CONTRIBUTION 
OF INDIVIDUAL MODES 
The fmal step is to calculate the relative contribution 

of individual modes to the overall motion. To accom­
plish this, the rate of energy transmission is determined 
for each mode using an expression given by Lysmer and 
Drake (1972): 

where 

(6.6) 

E8 = the rate of energy transmission 
associated with the stli mode, 



ro = the circular frequency (rad/sec), 
ks = the wavenumber associated with the sth 

mode, 
as = the mode participation factor of the sth 

mode, and 
II denotes the magnitude of a complex 

number. 

1be negative sign in Eq 6.6 corresponds to a situation 
which occurs infrequently and the rate of energy trans­
JDission is usually a positive quantity {Lysmer and Drake, 
1972). Equation 6.6 is applicable to only real modes 
(i.e., those modes for which the imaginary part of the 
wavenumber is equal to zero). Real modes correspond to 
Rayleigh wave propagation in an undamped medium. 
Since material damping was included in this study, the 
wavenumbers associated with Rayleigh wave propagation 
bad a small imaginary component. Despite this discrep­
ancy, Eq 6.6 was used to calculate the rate of energy 
transmission of each mode. The rate of energy transmis­
sion for each mode can be divided by the sum for all of 
the modes considered to determine the fraction of the to-
tal energy contained in any one mode or combination of 
modes. This fraction also reflects the relative contribu­
tion of that mode to the overall motion. 

6.5.4 RESULTS 
Using the procedures outlined in the previous sec­

tions, rates of energy transmission were calculated for 
both vertical and radial motion at each frequency (15.96 
and 50.05 Hz). Two types of displacements were consid­
ered in each case: (1) actual experimental and modal 
displacements and (2) normalized experimental and 
modal displacements. 

The results obtained using vertical displacements at 
the lowest frequency are presented in Table 6.3. 
. The results obtained using the normalized displace­
. ments appear to be more reasonable than those calculated 
using the actual displacements. Based upon a qualitative 
comparison of the shape of the frrst mode (Fig 6.22) to 
the experimental displacements (Fig 6.7), one would ex­
pect the fust mode to be the dominant mode as it is when 
normalized displacements are used. The unusual results 
obtained using the actual displacements are probably re-

. flective of the poor agreement between the actual values 
of experimental and the theoretical displacements (Fig 
;6.14). The reasonable results obtained using the normal­
ized displacements are due in large part to the very good 
agreement between the normalized experimental and 
theoretical results (Fig 6.18). 

For radial motion at the lowest frequency, the rela­
tive contributions of the individual modes are given in 
Table 6.4. 

The results are very similar for both types of 
displacement in this case. Unfortunately, the modal 
contributions determined using radial motions differ 

TABLE 6.3. SUMMARY OF THE RELATIVE 
CONTRmUTION OF EACH OF THE FIRST 
THREE MODES FOR VERTICAL MOTION 

AT A FREQUENCY OF 15.96 HZ 

Percent Contribution 
UsiDg Using 

Mode Actual Normalized 
Number Displacements Displacements 

1 20.4 74.8 
2 38.0 9.0 
3 41.6 16.1 

TABLE 6.4. SUMMARY OF THE RELATIVE 
CONTRmUTION OF EACH OF THE FIRST 

THREE MODES FOR RADIAL MOTION 
AT A FREQUENCY OF 15.96 HZ 

Percent Contribution 
UsiDg Using 

Mode Actual Normalized 
Number Displacements Displacements 

1 ~~ ~~ 

2 72.3 74.1 
3 0.0 0.0 
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Fig 6.27. Vertical component of displacement for the 
rll'st four modes of surface wave propagation at 

a frequency of 50.05 Hz; calculated using 
the continuous solution. 
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substantially from those determined using vertical 
1.5E- 02 motions when, in fact, they should be the same. The 

difference is probably caused by discrepancies between 
the experimental and theoretical displacements (Figs 6.15 
and 6.19). 
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Fig 6.28. Horizontal component of displacement for 
the first four modes of surface wave propagation at 

a frequency of 50.05 Hz; calculated using 
tbe discrete solution. 
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Fig 6.29. Horizontal component of displacement for 
tbe first four modes of surface wave propagation at 

a frequency of 50.05 Hz; calculated using 
tbe continuous solution. 

Similar variations are present in the data calculated 
for the middle frequency. The relative contributions of 
each of the ftrst four modes are given in Table 6.5 for 
vertical motion and in Table 6.6 for radial motion. 

To provide a basis for analyzing these results, the 
theoretical mode participation factors (calculated as pan 
of the Green's fWlction solution) were used to determine 
the partition of energy between the modes for the theo­
retical solution. The results are summarized in Table. 
6.7. These values of modal contribution apply to both 
vertical and radial motion. 

There is a reasonably good agreement between the 
theoretical values for each mode at 15.96 Hz and the val­
ues given in Table 6.3 for normalized displacements. 
This reflects the good agreement between the normalized 
experimental and theoretical displacements as discussed 
previously. Unfortunately, there is poor agreement be-
tween the values in Table 6. 7 and the remainder of the 
experimental values. 

In general, two related factors are responsible for the 
variability in the results. One factor which has already 
been mentioned is the poor agreement between the ex­
perimental and theoretical results. Although the trends in 
the experimental and theoretical data are similar, the dif-
ferences are still substantial enough to cause significant 
variations in the mode contribution data. A second, re­
lated factor involves the manner in which the mode par­
ticipation factors are calculated as described in Section 

6.5.2. The matrix product, UH • U, in Eq 6.4 is ill-condi­
tioned. An ill-conditioned matrix means that small errors 
in the right-hand vector, a, are "magnifted" in the solu­
tion vector, a (Golub and Van Loan, 1983). Therefore, 
errors in the experimental displacements influence the 
calculated mode participation factors to a large extent. 
Similarly, if differences between the experimental and 
theoretical displacements are considered to be "errors" in 
the experimental values, the mode participation factors 
will probably not be accurate. The ill-conditioned matrix 
probably results from the similarities between the indi­
vidual mode shapes for a given direction of particle mo­
tion (vertical or horizontal) and frequency. 

6.6 SUMMARY 
Two assumptions which play an important role in the 

Spectral-Analysis-of-Surface-Waves (SASW) method in 
its current form are: (1) the effects of body waves on the 
measured dispersion curve are ignored and (2) the 
experimental dispersion curve is assumed to include only 
fundamental-mode surface wave motion. The purpose of 
this chapter is to investigate these two assumptions 



experimentally by determining the portion of the total 
.111otion which is composed of fundamental mode surface 
,wave energy. Measurements of particle displacement 
were made in a cased borehole at depths ranging from the 
surface to 24 ft (7 .3 m) so that the relative contributions 

the various modes of surface wave propagation could 
' he determined. The source was an electromagnetic 

vibrator placed on the surface and located 24 ft (7 .3 m) 
(tom the borehole. Also included in this chapter are a 

. comparison of measured particle displacements in a 
· cased borehole and in the free field and a comparison 
. tu•IUI•P.en experimentally-measured displacements and 

tbose predicted using a Green's function algorithm. 
Comparisons of motions in a cased borehole and in 
free field indicate that the grout and PVC casing had 

impact on the measured displacements in the verti­
. cal and radial directions at depths of 6 and 12ft (1.83 and 

3.66 m). In addition, the ratio of the wavelength to the 
size of the geophone was large enough to prevent the 

· geophone itself from influencing the motion. This result 
• has important implications for the use of cased boreholes 

measuring material damping with borehole seismic 
.;.>m1emoos such as the crosshole and downhole methods. 
>~~pc~runer.atal and theoretical particle displacements were 
, ~m):tarf~a to determine how well algorithms such as the 

function solution can predict measured displace-
• .JPents. Although the actual ex~rimental and theoretical 
. displacements do not agree well (probably due to uncer­
tainties in the output level of the electromagnetic vibra­
tor), the normalized displacements agree reasonably well 

· in most instances. Possible reasons for the discrepancies 
.·· l)etween the experimental and theoretical solutions in­
clude errors in the experimental measurements, errors 

'""ust:u by the inability of the simple model used in the 
theoretical calculations to accurately model the actual 
·subsurface conditions, and errors in the parameters (i.e. 
wave velocities) of the model. 

There is a significant variability in the values calcu­
lated for the relative contribution of each of the modes of 
surface wave propagation. This variability can be traced 
to two factors: (1) differences between the ex~rimental 
and theoretical displacements and (2) errors in the mode 

.. contribution values caused by the poorly conditioned sys­
.tem of equations used to determine the mode participa­

factors. Theoretical solutions indicate that the funda-
... .., .. &.QJL-ua•uut: surface wave composes between 72 and 86 
peroo!lt of the total motion. 

Finally, there are several aspects of the measure­
and calculations performed in this study which 

. COUld be improved in future studies. The most significant 
improvement in the measurement of particle displace­
. ments in the field would be to simultaneously measure 
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particle motions at as many depths as possible. This im­
provement would reduce the variability in the ex~rimen­
tal displacements caused by measuring each depth indi­
vidually which would, in tum, increase the accuracy of 
the mode contribution results. Another improvement 
would be to use a more sophisticated algorithm (such as 
singular value decomposition) to solve the rectangular 
system of equations for the mode contribution calcula­
tions. It is also possible to use the vertical and radial par­
ticle motions simultaneously to calculate the mode contri­
bution factors . 

TABLE 6.5. SUMMARY OF THE RELATIVE 
CONTRffiUTION OF EACH OF THE FIRST 
FOUR MODES FOR VERTICAL MOTION 

AT A FREQUENCY OF 50.05 HZ 

Percent Contribution 
Using Using 

Mode Actual Normalized 
Number Displacements Displacements 

1 29.4 17.6 
2 5.6 3.7 
3 7.2 8.8 
4 57.9 70.0 

TABLE 6.6. SUMMARY OF THE RELATIVE 
CONTRffiUTION OF EACH OF THE FIRST 

FOUR MODES FOR RADIAL MOTION 
AT A FREQUENCY OF 50.05 HZ 

Percent Contribution 
Using Using 

Mode Actual Normalized 
Number Displacements Displacements 

1 2.8 0.9 
2 68.7 39.6 
3 4.6 2.6 
4 23.8 56.9 

TABLE 6.7. SUMMARY OF THE RELATIVE 
CONTRffiUTION OF EACH MODES FOR 

THE THEORETICAL SOLUTION 

Mode Percent Contribution 
Number 15.96 Hz 50.05 Hz 

1 
2 
3 
4 

72.1 
26.0 

1.8 

86.0 
0.0 
8.9 
5.1 
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CHAPTER 7. INFLUENCE OF SOURCE-RECEIVER 
SPACING AND RELATIVE LAYER STIFFNESS ON 

SURFACE WAVE TESTS 
7.1 INTRODUCTION 

Two factors which influence surface wave testing are 
the relative spacing of the source and receivers and the 
relative stiffness of adjacent layers within the profile. 
Surface waves tests were performed on the concrete test 
slab described in Chapter 4 to investigate the influence of 
these two factors. Testing was performed on the slab 
while the concrete was curing. The stiffening of the 
concrete during curing provided a simple means of 
varying the stiffness of the top layer in the profile to 
create profiles with different stiffness ratios between 
adjacent layers. In this manner, the influence of the 

Electromechanical 
Vibrator or 

Impact Source R . 

j~~~~t ;~~er 

Concrete Slab 

Silty Clay Subgrade 

Note: 1.AII measurements are nominal 
2. Plan dimensions of slab are 8 ft by 12 ft 

Fig 7.1. Test configuration used for surface wave tests 
on the concrete slab during curing. 

Compression 
Wave 

Source 

\North 

11.. ~-I----I>-Compression Wave 
ilstArray 

cooo 
Source R1 R2 R3 -fB4·------1- 8ft 

1 .. 

Surface Wave Test 
Array 

(Shown in Fig. 7.1) 

12ft 

Fig 7 .2. Plan view of concrete slab showing locations 
of seismic arrays used in surface wave and 

compression wave testing. 
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relative stiffness of the top layer and the underlying 
material on surface wave dispersion could be determined. 
For each series of measurements, six combinations of 
source-receiver spacings were used to investigate the 
effect of the relative distances between the source and 
receivers on the measured dispersion. 

Several other tests were performed either on the cur­
ing concrete of the test slab or on concrete test specimens 
so that comparisons could be made with the results of 
surface wave tests on the slab. One such comparison is 
between the values of shear wave velocity determined us­
ing surface waves and those measured in the laboratory 
using the resonant column technique. Direct measure­
ments of the compression wave velocity of the curing 
concrete were also made so that the Poisson's ratio of the 
concrete could be determined. Penetration tests of fresh 
concrete are used to determine the times to initial and fi­
nal set of the concrete. Values of shear wave velocity are 
compared with values of penetration resistance to evalu­
ate the use of shear wave velocity as a means of deter­
mining the set of concrete. Finally, Young's moduli from 
seismic measurements are compared to Young's moduli 
from cylinder compression tests to examine the differ­
ences between seismic (low-strain) moduli and higher­
strain moduli. 

An important point to remember is that all curing 
times mentioned in this chapter are elapsed times be­
tween the time when water was added to the portland ce­
ment-aggregate mixture at the batch plant and the time at 
which the test was performed. 

Electrical 
Cable 

Fresh Concrete 

1 
... 3/4in . ..,..

1 

11/4 in. 

Fig 7.3. Technique used to couple accelerometers to 
fresh concrete. 



7.2 TEST PROCEDURES 
In the following sections, the equipment and test pro­

cedures used to perform the surface wave, compression 
wave, and other tests which were employed to determine 
tbe properties of the concrete during the time it was cur­
ing are discussed. 

7.2.1 SURFACE WAVE TESTS 
The test configuration used to perform the surface 

wave tests is shown in Fig 7 .1. Four receivers were used 
so that any two could be combined to yield different rela­
tive spacings between the source and receivers. The 
nominal spacing between adjacent receivers was 10 in. 
(25.4 em). (The actual distance between any two adja­
cent receivers varied from 9.375 to 10.5 in. (23.8 to 26.7 
em).) A plan view showing the location of the source 
and four receivers relative to the boundaries of the slab is 
presented in Fig 7 .2. 

PCB Model 308B02 accelerometers were used as re­
ceivers for the surface wave tests. The nominal calibra­
tion factor of these accelerometers is 1 volt/g. The accel­
erometers were coupled to the fresh concrete using short 
(2-in. (5.1-cm)-long) pieces of 10-32 threaded rod em­
bedded into the concrete as illustrated in Fig 7.3. Two 
sources were used to perform the surface wave tests. A 
50-lb (223-N} electromechanical vibrator was used dur­
ing the early stages of testing when the concrete surface 
was too soft to allow impact sources to be used. The vi­
brator was supported by a wooden frame which pre­
vented the vibrator from penetrating the uncured concrete 
and kept the vibrator upright. The frame was supported 
by the ground surface surrounding the slab and was con­
structed in such a way that the 2.5-in. (6.35-cm) diameter 
base plate of the vibrator was the only surface in contact 
with the concrete. Once the concrete bad cured suffi­
ciently, the frame was no longer required and was re­
moved. Swept-sine input motion was used with the vi­
brator over frequencies ranging from 20 Hz to 20 kHz. A 
small, 4-oz. ballpeen hammer was also used as a source 
once the concrete bad cured enough to permit impact 
testing. The hammer was successfully used to generate 
frequencies as high as 40kHz. 

A Hewlett-Packard Model 3562A Dynamic Signal 
Analyzer was used to record and process data. A com­
plete_ description of this piece of equipment is included in 
Chapter 3. Unfortunately the HP 3562A is a two-channel 
device which made it necessary to repeat the frequency 
sweep for each pair of receivers which were measured (6 
pairs in all). 

7.2.2 COMPRESSION WAVE TESTS 

Compression wave tests were performed to provide 
an independent means of measuring the compression 
wave velocity of the concrete as it cured. Two PCB 
Model 303Al2 accelerometers were embedded 

I 
~ .... .. . . ... 
j' , !.. •• • ... .... _ 
~ .. ~ ... 

~·:-if;. . . .· 
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Fig 7.4. Concrete penetrometer used to determine 
times of initial and rmal sets. 

horizontally at the mid-depth of the slab (approximately 5 
in. (12.7 em) below the surface) at the locations indicated 
in Fig 7 .2. The distance separating the two 
accelerometers was 2ft (0.6lm). The 4-oz. (113-g) 
ballpeen hammer was used to strike the edge of the slab 
at the location shown by the arrow in Fig 7.2 and 
generate compression waves. Time records at each 
receiver were captured using the HP 3562A, and the time 
difference between the first arrivals at each accelerometer 
was used to calculate the compression wave velocity. 
Compression wave tests were performed to accompany 
each set of surface wave measurements. 

7.2.3 SUPPLEMENTAL TESTS 

In addition to the in situ seismic tests which were 
performed on the test slab, three other types of tests were 
conducted to compare with these tests. Standard com­
pression tests performed on 6-by-12-in. (15.2-by-30.5-
cm) cylindrical specimens (ASTM, 1988a). Compression 
tests were performed 1, 3, 7, and 28 days after the slab 
was poured. Young's modulus of the cylinders was also 
determined as part of the cylinder testing program so that 
seismic moduli could be compared with cylinder moduli. 

Tests were also conducted to determine the times to 
initial and final set of the concrete. These tests involve a 
sample of concrete which bas been passed through a No. 
4 sieve to remove the large aggregate. A penetrometer is 
forced into the sample of concrete, and the load necessary 
to cause 1 in. (2.54 em) of penetration is recorded. A 
photograph of the type of penetrometer used in this study 
is shown in Fig 7 .4. The load is divided by the cross-sec­
tional area of the penetrometer to calculate the penetra­
tion resistance. Initial set is defmed as the time at which 
the penetration resistance is equal to 500 psi (3.45 MPa). 
Final set is the time at which the penetration resistance is 
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equal to 4,000 psi (27.6 MPa). A complete description of 
the test procedure is given in ASJM (1988b). 

Finally, torsional resonant column tests were per­
formed on 3-by-6-in. (7 .6-by-15 .2-cm) cylindrical 
samples of concrete to compare laboratory values of 
shear wave velocity to those obtained in situ using sur­
face wave measurements. Resonant column tests were 
performed using the procedure described by Ni (1987). 

7.3 RESULTS OF SURFACE WAVE TESTS 
For each set of surface wave measurements, six 

source-receiver combinations were used to investigate the 
influence of the relative spacing between the 8ource and 
receivers on the measured dispersion. Two parameters 
can be used to describe the relative spacing of the source 

TABLE 7.1. VALUES OF D1 AND D.z/D1 FOR 
EACH OF THE SIX RECEIVER COMBINATIONS 

USED IN THE SLAB TESTS 

2 -:::. 
..c: -0 

533 
Q) 

> 
~ 

4 

5 

6 

Receiver 
Combination 

R2-R4 
Rl-R2 
R3-R4 
Rl-R3 
R2-R3 
Rl-R4 

e R1- R2 
• R2-R4 

1.66 
0.78 
2.50 
0.78 
1.66 
0.78 

dztd1 

2.0 
2.1 
1.3 
3.2 
1.5 
4.2 

dl/H 

2.00 
0.94 
3.00 
0.94 
2.00 
0.94 

600 

and receivers. These parameters are d 1 and d2/d1 where 
d 1 and d2 are the distances from the source to the frrst 
and second receivers, respectively. Values of these two 
parameters for each of the six combinations of receivers 
are given in Table 7.1. Also shown in Table 7.1 is the ra­
tio of d1 to the thickness of the slab, H. This ratio is of­
ten used as a parameter in theoretical studies of source­
receiver combinations and is included here for 
completeness. A value of d2/d1 equal to two is normally 
used for testing with the SASW method. In all of the dis­
persion curves presented in this chapter, wavelengths 
longer than three times the distance from the source to 
the frrst receiver OR > 3d1) have been removed from the 
dispersion curve to eliminate any significant near-field ef­
fects as discussed in Section 3.4.2. Finally, phase spec­
tra, coherence functions, and auto power spectra for each 
of the test series described in this chapter are included in 
Appendix E. 

7.3.1 ON SUBGRADE 

A series of tests was performed on the subgrade prior 
to casting the slab. Four receiver combinations were 
used for this series of tests. (Receiver combinations Rl­
R4 and R2-R3 were inadvertently omitted from the test 
series.) The dispersion curves for the four receiver 
combinations are shown in Fig 7 .5. Dispersion curves 
for the two receiver spacings with a d2/d1 ratio equal to 
two are shown in Fig 7.5a. These receiver spacings are 
designated as standard spacings because a ratio of d2/d1 

equal to two is usually used in production testing. The 

2 -:::. 
..c: -0 

.§3 
Q) 

> 
~ 

4 

5 • R1- R3 
• R3-R4 

6 

Fig 7.5. Dispersion curves for measurements performed on subgrade prior to casting the concrete slab; 
(a) standard spacings and (b) additional spacings. 



dispersion curves shown in Fig 7.5b are called additional 
spacings because they are not normally used in 

. production SASW testing. There is significant scatter 
among the four curves, but it is still possible to identify 
an average value within the top 2 feet (0.61 m) of 
wavelength which is approximately equal to 340 ft/sec 
(103.7 m/sec). Fluctuations in each of the dispersion 
curves are believed to be caused by reflections of waves 
from layer interfaces in the profile. The longer 
wavelengths which are included in the R2-R4 and R3-R4 
dispersion curves are a result of the larger values of d1 

for these spacings. A larger distance between the source 
and first receiver permits longer wavelengths to be 
considered without including potentially harmful near­
field effects using the criterion discussed in Section 3.4.2. 

·Several observations can be made about the differ­
ences between the dispersion curves from the standard 
and the additional receiver spacings. Within the frrst foot 
(0.30 m) of wavelength, the dispersion curves from the 
standard spacings fall in a narrower band (300 to 400 ft/ 
sec (90 to 120 m/sec)) than do the curves determined 
from the additional spacings (300 to 520ft/sec (90 to 160 
m/sec)). This behavior is reversed between one and two 
feet (0.30 and 0.61 m) of wavelength where the disper­
sion curves from the additional spacings lie within a nar­
rower band than do those from the standard receiver 
spacings. The reasons for this behavior are unknown at 
the present time and deserve additional study. For wave­
lengths longer than 2.5 ft (0.76 m), the R2-R4 dispersion 
curve lies significantly to the left of the R3-R4 receiver 
spacing. This is discussed further in the following para­
graphs. 

When dispersion data like that shown in Fig 7.5 is 
inverted to detennine the shear wave velocity profile, it 
is usually only possible to obtain a theoretical dispersion 
curve which matches the overall trend in the experimen­
tal dispersion curve. To illustrate this point, consider the 
dispersion curve shown in Fig 7 .6. The composite dis­
persion curve in Fig 7.6 is composed of the two standard 
receiver spacings and the dispersion curve from the 8-ft 
(2.4-m) receiver spacing discussed in Section 5.3.3. 
(Note that the dispersion data from the 8-ft (2.4-m) re­
ceiver spacing more closely matches the R2-R4 disper­
sion curve than the R3-R4 dispersion curve shown in Fig 
7.5b. For this reason, the R2-R4 curve is believed to be 
the more correct dispersion curve.) The composite dis­
persion curve shown in Fig 7.6 was inverted to demon­
strate bow a "smoothed" theoretical dispersion curve is 
usually fit to experimental dispersion data that contain 
fluctuations. The match between the theoretical and ex­
perimental dispersion curves for this case is presented in 
Fig 7.7. The theoretical curve agrees very well with the 
trend of the experimental dispersion curves. Until more 
sophisticated models of wave propagation are incorpo­
rated into inversion algorithms, it will not be possible to 
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Fig 7 .6. Composite dispersion curve using standard 
receiver spacings. 
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match the theoretical and experimental curves more ex­
actly to account for reflections. The material prome re­
sulting from inversion of the experimental dispersion 
curves is presented in Table 7 .2. 

Surface Wave Phase Velocity (fVsec) 
0 0 500 1,000 1,500 2,000 2,500 3,000 

4 

5 {a) 

Surface Wave Phase Velocity (fVsec) 
500 1,000 1,500 2,000 2,500 3,000 

4 

5 
{b) 

7.3.2 ON CURING SlAB 
The flrst series of surface wave tests which was per­

formed following the placement of the slab was initiated 
207 minutes after water was added to the cement-aggre­
gate mixture at the concrete batch plant. The dispersion 
curves for this series of tests are presented in Figs 7 .Sa, b, 
and c. Dispersion curves for the standard receiver spac­
ings are shown in Fig 7.8a; spacings with d2/d1 greater 
than two are presented in Fig 7 .8b; and receiver spacings 
with d2/d1 less than two are presented in Fig 7.8c. The 
dispersion curves shown in Figs 7 .Sa and b for receiver 
spacings with values of d2/d1 equal to or greater than two 
exhibit fluctuations caused by reflections of waves within 
the profile and from the lateral boundaries of the slab 
(Sheu, 1987) but are, nonetheless, reasonable dispersion 
curves. The dispersion curves shown in Fig 7.8c for re­
ceiver spacings with d2/d1 less than two are significantly 
poorer in quality (i.e., incorrect trend as in the case of 
R3-R4 or lack of wavelengths longer than 0.5 ft (0.15 m) 
in the case of R2-R3). The difference in behavior be­
tween receiver spacings with d2/d 1 equal to or greater 
than two and those spacings with d2/d1 less than two is 
similar to behavior observed by Sfulchez-Salinero (1987) 
in an analytical study. 

An interesting phenomenon is revealed by this test 
series. Although the test sequence was initiated 207 
minutes after the addition of water, testing required 30 
minutes to complete for the six receiver combinations. 

3,000 

·~ 

4 

5 
(c) 

Fig 7.8. Dispersion curves for measurements on curing slab initiated 207 minutes after the addition of water to 
the cement-aggregate mixture; (a) standard spacings, (b) additional spacings with dzldl > 2, and 

(c) additional spacings with dz/d1 < 2. 



During tbis time, the stiffness of the concrete was 
increasing due to tbe curing process. This increase in 
stiffness is reflected in tbe dispersion curves shown in Fig 
7.8a and b. The dispersion curves gradually shift to the 
right (increasing phase velocity) for each successive 
receiver combination. The elapsed times between the 
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addition of water and the time of testing are noted in Fig 
7.8. 

A second series of surface wave tests was initiated 
287 minutes after the addition of water. The dispersion 
curves for this series of tests are presented in Fig 7.9 
(The dotted lines in Fig 7. 9 correspond to ranges of dis-

TABLE 7.2. VALUES OF SHEAR AND COMPRESSION WAVE 
VELOCITY RESULTING FROM A SIMPLIFIED DISPERSIOIN CURVE 
FIT TO THE EXPERIMENTAL DISPERSION DATA FROM STANDARD 

RECEIVER SPACINGS 

Layer Shear Wave 
Layer Thickness Velocity 

Number (R) (ftlsec) 

1 1.0 376 
2 1.0 339 
3 1.0 421 
4 1.0 559 
5 1.0 952 
6 1.0 943 
7 1.0 942 
8 1.0 817 
9 1.0 817 

10 1.0 860 
11 1.0 823 
12 1.0 905 

Half Space 1,018 

Surface Wave Phase Velocity (fVsec} 
1,000 2,000 3,000 4,000 5,000 6,000 

2.5 
(a) 

Compression 
Wave 

Velocity 
(ftlsec) 

717 
645 
750 
996 

1,629 
1,613 
1,613 
1,345 
1,345 
1,416 
1,407 
1,548 
1,740 

0.0° 

2.5 

Mass 
Density Poisson's 

(lb-seclJn4) Ratio 

3.4 0.31 
3.4 0.31 
3.4 0.27 
3.4 0.27 
3.4 0.24 
3.4 0.24 
3.4 0.24 
3.4 0.21 
3.4 0.21 
3.4 0.21 
3.4 0.24 
3.4 0.24 
3.4 0.24 

Surface Wave Phase Velocity (tvsec} 
1,000 2,000 

eR3-R4 
.R1-R3 
.&R2-R3 

3,000 

(b) 

4,000 5,000 

... 1 
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Fig 7.9. Dispersion curves for measurements on curing slab initiated 287 minutes after the addition of water to 
tbe cement-aggregate mixture; (a) standard spacings, (b) additional spacings. 
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Surface Wave Phase Velocity (ft'sec) persion data which are missing because the phase spectra 
1 .ooo 2.000 3,000 4,000 s.ooo 6,000 was poor in that range of frequencies.) The dispersion 

r-rT'T..;.:.;m~T=TT-!,_,.;;FrT-r.,....;r;.;;;r-,-,..;r::.;;.;;..,-,~ curve corresponding to the Rl-R4 receiver spacing has 
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Fig 7.10. Combined dispersion curves for 
measurements on curing slab initiated 287 minutes 
after the addition of water to the cement-aggregate 

mixture. 
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been omitted because of a blunder. It is likely that the 
blunder results from an error made in connecting the ac­
celerometer inputs to the dynamic signal analyzer during 
the test at this spacing. 

It is more difficult to assess the differences between 
receiver spacings corresponding to different ratios of d2/ 

d1 for this test series. The dispersion data for the stan­
dard receiver spacings (Fig 7 .9a) agree very well for 
wavelengths Jess than one foot (0.30 m). The dispersion 
data for the additional receiver spacings do not agree as 
well for wavelengths Jess than one foot (0.30 m), particu­
larly in the case of the RI-R3 receiver spacing. The con­
trast in stiffness between the concrete and the underlying 
soil appears to have affected the R2-R3 receiver spacing 
to the greatest extent because of the large fluctuation 
present in the R2-R3 dispersion curve for wavelengths 
between 0.6 and 1.0 ft (0.18 and 0.30 m). 

All five dispersion curves have been plotted together 
in Fig 7.10 to compare the overall trends in the dispersion 
data more easily. The values of surface wave phase ve­
locity agree reasonably well for wavelengths less than 0.6 
ft (0.2 m) (with the exception of the R1-R3 spacing) and 
for wavelengths greater than 1.5 ft (0.5 m). The range of 

Surface Wave Phase Velocity (ft'sec) 
2,000 4,000 6,000 8,000 10,000 

eR3-R4 
• R1-R3 
AR2-R3 
'f"R1-R4 
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Fig 7.11. Dispersion curves for measurements on curing slab initiated 377 minutes after the addition of water to 
the cement-aggregate mixture; (a) standard spacings, and (b) additional spacings. 



wavelengths from 0.6 to 1.5 ft (0.2 to 0.5 m) is where the 
curves differ the most. Perhaps not surprisingly, this 
range of wavelengths corresponds to ratios of the wave­
length to the thickness of the slab (10 in. (25.4 em)) rang­
ing from 0. 72 to 1.8. Smtchez-Salinero (1987) and Sheu 
(1987) have observed similar phenomena in both theo­
retical and experimental data. This phenomena suggests 
tbat wavelengths which are not very different from the 
thickness of the slab may be the wavelengths (frequen­
cies) which are most affected by body wave reflections 
from the abrupt change in stiffnesses between the con­
crete and the underlying soil. An effect which was not 
considered in this study is the influence of the ratio of d1 

to the thickness of the slab. 
Similar comments apply to dispersion curves 

measured during subsequent test series on the concrete 
slab. These dispersion curves are shown in Figs 7.11 
through 7.14 for test series initiated 377 minutes and 517 
minutes after the addition of water. Tests were also 
performed one day (1,337 minutes) and four days (6,037 
minutes) after the slab was poured. Dispersion curves for 
tbese two test series are presented in Figs 7.15 through 
7 .18. For these four sets of dispersion curves, values of 
phase velocity for all of the receiver combinations agree 
very well for wavelengths less than 0.6 ft (0.18 m). This 
range of wavelengths represents waves which are not 
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Fig 7.12. Combined dispersion curves for 
measurements on curing slab initiated 377 minutes 
after the addition of water to the cement-aggregate 

mixture. 
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Fig 7.13. Dispersion curves for measurements on curing slab initiated 517 minutes after the addition of water to 
the cement-aggregate mixture; (a) standard spacings, and (b) additional spacings. 
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Surface Wave Phase Velocity (ft/sec) 
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Fig 7.14. Combineddispersion curves for 
measurements on curing slab initiated 517 minutes 

after the addition of water to the 
cement-aggregate mixture. 
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Fig 7.16. Combined dispersion curves for 
measurements on curing slab initiated 1 day (517 

minutes) after the addition of water to the 
cement-aggregate mixture. 
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Fig 7.15. Dispersion curves for measurements on curing slab initiated 1 day (1,337 minutes) after the addition of 
water to the cement-aggregate mixture; (a) standard spacings, and (b) additional spacings. 



sufficiently long enough to be influenced by the stiffness 
contrast between the soil and the pavement. 

It is apparent that the large stiffness contrast between 
the concrete and the underlying soil is an important factor 
which influences the measure dispersion curves. For 
wavelengths which are nearly equal to the thickness of 
the slab, the effect of reflected body waves causes large 
fluctuations in the measured dispersion curves. Since the 
effect of body waves cannot be taken into account in the 
plane wave solution which is currently the basis for in­
version, these fluctuations cannot be modeled during in­
version. Fortunately, Sc1nchez-Salinero (1987) has dem­
onstrated that dispersion curves based upon plane waves 
often follow the trend of the fluctuations quite well and 
that inversion methods based upon plane wave solutions 
should not, therefore, result in serious errors. This was 
illustrated in Section 7.3.1 for measurements prior to the 
placement of the slab. 

It is more difficult to definitively assess the 
difference between the different receiver combinations 
used to measure dispersion. For the first series of surface 
wave tests on the concrete slab, the differences between 
receiver spacings with values of d2/d1 equal to or greater 
than two and those with d2/d1 ratios less than two are 
apparent. One of the reasons that the influence of 
different receiver spacings is difficult to assess is that 
there exists no "true" dispersion curve to use as a basis of 
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Fig 7.18. Combined dispersion curves for 
measurements on curing slab initiated 4 days (6,037 

minutes) after the addition of water to the 
cement-aggregate mixture. 
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Fig 7.17. Dispersion curves for measurements on curing slab initiated 4 days (6,037 minutes) after the addition 
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Fig 7.20. Comparison of laboratory and in situ values 
of shear wave velocity. 

comparison. Furthennore, the influence of other factors 
which were not studied, such as the ratio of d1/H, can 
also make interpreting the results difficult. It appears that 
all of the receiver combinations correctly measure 
dispersion for values of wavelength which are not 
influenced by reflections (less than 0.6 ft (0.18 m) in this 
case). 

7.4 COMPARISON OF SURFACE WAVE 
TEST RESULTS WITH OTHER TEST 
ME mODS 

In the sections which follow, the values of shear 
wave velocity and moduli detennined using surface wave 
tests are compared with the results of other tests includ­
ing labomtory values of shear wave velocity, in situ com­
pression wave velocity, penetration resistances, and val­
ues of Young's modulus from concrete cylinder tests. 

For several of the comparisons, it is first necessary to 
determine the shear wave velocity of the concrete from 
the measured phase velocity values (i.e., the dispersion 
curve). This is done using a greatly simplified fonn of 
"inversion" which is applicable only to the surface layer. 
The simplified inversion is similar to the crude method of 
inversion described in Section 3.3. The basis of the sim­
plified fonn of inversion is that, for wavelengths which 
are very short compared to the thickness of the slab, the 
slab will appear to be a uniform half space. This point is 
illustrated in Fig 7.19 where the phase velocity attains a 
constant value of approximately 6,700 ft/sec (2,040 mJ 
sec) for wavelengths less than 0.6 ft (0.18 m). {The data 
in Fig 7.19 are from tests performed 517 minutes after 
the addition of water to the cement-aggregate mixture. 
All six receiver spacings are shown.) Using Eq. 3.3, it is 
possible to calculate the shear wave velocity of the con­
crete from this value of phase velocity (i.e., 1.1 • 6,700 ft/ 
sec= 7,370 ft/sec or 2,247 m/sec). It must be empha­
sized that this simple metl!od of determining the shear 
wave velocity is only applicable to the surface layer. As 
discussed in Section 3.3, a crude inversion metlJod such 
as this can lead to large errors when it is used to deter­
mine tlJe shear wave velocities of layers other than the 
surface layer. To determine the shear wave velocities of 
other layers accumtely, it is necessary to use a theoreti­
cally-based inversion algorithm like that discussed in 
Section 3.4.3 . 

7.4.I COMPARISON OF LABORATORY AND IN 
SITU VALUES OF SHEAR WAVE VEWCITY 
Torsional resonant column tests were performed on 

3- by 6-in. (7.6- by 15.2-cm) cylindrical specimens of 
concrete cast at the time the slab was poured to permit a 
comparison of shear wave velocities measured in situ and 
in the labomtory. This comparison is shown in Fig 7 .20. 
The laboratory values of shear wave velocity differ in 
two respects from the in situ values: (1) the initial portion 



of the laboratory curve is shifted to the right of the in situ 
-curve by about 100 minutes, and (2) the laboratory curve 
never attains the large values of shear wave velocity mea­
sured in situ. A likely reason that the initial portion of 
the curve is shifted to the right is that the cylinders were 
not cast until well after the concrete in the slab had been 
placed and fmished. Because of the large number of test 
cylinders made for compression tests, the specimens for 
the resonant column tests were not cast until approxi­
mately one hour after the slab had been poured. At the 
time the specimens were cast, the concrete was rodded 
which may have resulted in the delayed hardening of the 
concrete. The reason that the laboratory specimens never 
attain the large values observed in the field can be ex­
plained by considering the assumptions involved in the 
resonant column test method. The specimen in the reso­
nant column test is assumed to be ftxed (i.e., no rotation) 
at one end and free at the other (Ni, 1987). The torsional 
excitation is applied at the free end of the specimen. For 
soil samples. the stiffness of the base pedestal (the fixed 
end) is more than one order of magnitude larger than the 
stiffness of the soil sample which means that the end of 
the specimen in contact with the pedestal is essentially 
fixed. For a concrete sample, however, the stiffness of 

First Receiver 

Second Receiver 

0 
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the pedestal is only several times larger than the stiffness 
of the concrete. This implies that the effective length of 
the specimen increases which lowers the resonant fre­
quency of the specimen and decreases the observed shear 
wave velocity. 

Unfortunately, it is not possible to draw any mean­
ingful comparisons between the laboratory and in situ 
values of shear wave velocity for these reasons. Future 
tests of this type should be performed only after the ap­
propriate modifications have been made to the resonant 
column device. 

7.4.2 COMPARISON OF IN SITU VALUES OF 
SHEAR AND COMPRESSION WAVE VEWCITY 
Direct measurements of compression wave velocity 

were made using the procedure described in Section 7.2.2 
to provide an independent means of determining the 
compression wave velocity of the concrete as it cured. A 
compression wave test was performed to accompany each 
series of surface wave tests. Typical time histories 
showing the arrival of the waves at each receiver are 
presented in Fig 7.21. The increase in compression and 
shear wave velocities with time is shown in Fig 7.22. 
Both types of waves exhibit very similar patterns of 

8 
Time (msec) 

Fig 7.:Zl. Typical compression wave time histories recorded during curing of the concrete slab; measurement 
performed 207 minutes after the addition of water to the cement-aggregate mixture. 
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TABLE 7.3. COMPRESSION AND SHEAR WAVE 
VELOCITIES VERSUS TIME 

Elapsed 
Time 

.J!!!!!L 
242 
317 
392 
522 

1,347 
6,037 

Shear Wave 
Velocity 
(ftlsec) 

2,618 
5,093 
6,600 
7,370 
8,030 
8,140 

Compression 
Wave 

Velocity 
(ftlsec) 

6,321 
11,129 
11,376 
12,484 
13,841 
14,630 

Poisson's 
Ratio 

0.40 
0.37 
0.25 
0.23 
0.25 
0.28 

TABLE 7.4. AVERAGE VALVES OF 
COMPRESSIVE STRENGTH AT l, 3, 7, AND l8 

DAYS 

Elapsed 
Time 
(days) 

1 
3 
7 

28 

25,000 

20,000 

~ 
~15,000 
:e. 
.a:­
'(3 
0 

Q; 
::> 10,0.00 
~ 
~ 

5,000 

Range in 
Number Compressive 

of Strengths 
Tests (ksl) 

2 4.89-4.93 
3 5.20 5.74 
2 5.69-5.74 
4 6.30-6.69 

Average 
Compressive 

Strength 
(ksl) 

4.91 
5.44 
5.71 
6.47 

.n. •••••• -c 
B ••• Y" ... 

I 
,~ 

~In Situ 
+Laboratory 

0~--~~~~ .. ~----~_.~~~ 
100 1,000 10,000 

Elapsed Time Since the Addition of Water (min) 

Fig 7.ll. Increase in compression and shear wave 
velocities with time for curing concrete. 

increase. The values of shear and compression wave 
velocity versus time are summarized in Table 7.3 Also 
presented in Table 7.3 are values of Poisson's ratio for 
each pair of wave velocity measurements. These values 
agree quite well with values which are typically assumed 
for concrete. 

7.4.3 COMPARISON OF SHEAR WAVE 
VEWCITYAND PENETRATION RESISTANCE 

Values of shear wave velocity were compared to val-
ues of penetration resistance to evaluate if sbear wave ve­
locity can be used in a manner similar to penetration re­
sistance to determine the deg'ree of "set" of fresh 
concrete. The comparison between these two measure­
ments is presented in Fig 7.23. (Following the penetra­
tion reading of 3,600 psi (24.8 MPa) at 252 minutes after 
the addition of water, the subsequent test could not pen­
etrate the sample.) Initial set occurred 200 minutes (3 
hours and 20 minutes) after the addition of water, and fi­
nal set occurred 256 minutes (4 hours and 16 minutes) af­
ter water was added. The time of final set was extrapo­
lated from the final two readings. 

Both shear wave velocity and penetration resistance 
exhibit very similar rates of increase suggesting that 
shear wave velocity is potentially useful as a tool to as­
sess the set of concrete. Additional studies are needed to 
investigate the use of shear wave velocity for this pur­
pose. 

7.4.4 COMPARISON OF IN SITU SEISMIC 
MODULI AND MODULI DERIVED FROM 
CYUNDER TESTS 
Young's modulus tests were performed on 6-by-12-

in. (15.2-by-30.5-cm) concrete test specimens so that the 
moduli determined at larger levels of strain could be 
compared with moduli determined using seismic methods 
(i.e., strains less than 0.01 x lQ-3 in./in.). Young's modu­
lus tests accompanied tests of the compressive strength of 
the cylinders performed at 1, 3, 7, and 28 days after the 
slab was cast. The procedure used is as follows: (1) sev­
eral compression tests were conducted to determine the 
average compressive strength of the cylinders and (2) 
Young's modulus tests were performed on other cylinders 
using the compressive strength to choose the proper 
stress at which to calculate Young's modulus. The aver­
age compressive strengths of the concrete cylinders are 
summarized in Table 7.4. (Note that these values are sub­
stantially greater than the specified compressive strength, 
3.6 ksi.) 

Values of Young's modulus were calculated at 40 
percent of the compressive strength. The measured 
stress-strain curves used to calculate Young's modulus are 
presented in Figs 7.24 through 7.27 for tests performed at 
1, 3, 7, and 28 days, respectively. For each test the strain 
corresponding to a stress equal to 40 percent of the com­
pressive strength was determined, and these two values 

I 
! 



were used to calculate the secant value of Young's modu­
lus from the origin. Young's moduli determined in this 
fashion along with the corresponding strains are summa­
rized in Table 7.5. 

Seismic moduli were calculated using the shear wave 
velocities measured in situ using surface waves and val­
ues of Poisson's ratio calculated in Section 7.4.2. The 
expression used to calculate the moduli is: 

where 

E = 2pV,2 • (I + v) (7.1) 

E = Young's modulus, 
p = mass density, 

V 5 = shear wave velocity, and 
v = Poisson's ratio. 

An assumed unit weight of 145 lb/ft3 (2,323 kg/m3) was 
used to calculate the modulus. Since surface wave tests 
were not performed at 7 and 28 days, it is only possible 
to compare moduli values at I and 3 days. (Seismic tests 
performed at four days are used to compare to cylinder 
moduli at three days.) A comparison of the two moduli 
are presented in Table 7 .6. As one would expect. the seis­
mic moduli (initial tangent moduli) are greater than the 
moduli from cylinder tests (secant moduli). The seismic 
moduli are 6 percent greater than the cylinder moduli for 
testing performed at one day and 14 percent greater for 
testing at three days. It is also interesting to compare the 
strain levels at which the two moduli have been mea­
sured. Whereas the strains utilized in seismic tests are 
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Fig 7.23. Comparison of shear wave velocity and 
penetration resistance measured during curing of the 

concrete slab. · 
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TABLE 7.5. VALUES OF YOUNG'S MODULUS 
DETERMINED USING CYLINDER TESTS 

Average Average 
Elapsed Number Young's Value of 

Time of Modulus Strain 
(days) Tests (ksi) (In/ln. X 10'3) 

1 3 4.75 0.38 
3 3 4.63 0.47 
7 2 4.79 0.48 

28 3 4.86 0.54 

TABLE 7.6. COMPARISON OF SEISMIC MODULI 
AND MODULI DETERMINED USING 

CYLINDERS 

-·c;; 
~ 
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Elapsed 
Time 
(days) 

1 
3 

Modulus from Modulus from 
Seismic Tests Cylinder Tests 

(ksl) (ksl) 

5.04 4.75 
5.30 4.63 
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Fig 7.24. Stress-strain curves for Young's moduli tests 
performed 1 day after casting of the slab. 
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Fig 7.25. Stress-strain curves for Young's moduli tests 
performed 3 days after casting of tbe slab. 
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Fig 7.26. Stress-strain curves for Young's moduli tests 
performed 7 days after casting of tbe slab. 

less than 0.01 x 1Q-3 in./in., the moduli from cylinder 
tests have been calculated at strains ranging from 0.38 x 
IQ-3 to 0.54 x 1Q-3 in./in. 

7.5 SUMMARY 
Several series of surface wave tests were perfOimed 

on the concrete slab at the Hornsby Bend test site. Tests 
were conducted throughout the time the concrete was cur­
ing so that the concrete-soil system would appear to be 
many different systems, each with a different ratio of 
stiffness between the concrete and the underlying soil. 
For each series of tests, six source-receiver spacing com­
binations were used to determine the influence of the ra­
tio of d2/d1 on the measured dispersion. The test results 
were also used to examine the influence of the relative 
stiffness of the concrete and the soil on dispersion. 

The influence of the relative stiffness of the concrete 
and the soil was apparent for several of the test series. 
For values of wavelength which were small compared to 
the thickness of the slab, the values of phase velocity all 
fell within a very narrow band for all receiver combina­
tions. Similarly, at long wavelengths (ratios of wave­
length to thickness greater than 1.8), the dispersion 
curves_ also tended to fall within a narrow range, although 
the agreement was not as pronounced as at short wave­
lengths. For wavelengths between 0.7 and 1.8 times the 
thickness of the slab, reflected body waves resulted in 
large fluctuations in the dispersion curves. Other re­
searchers (Slinchez-Salinero, 1987; and Sheu, 1987) have 
observed similar behavior in both analytical and experi­
mental studies of wave propagation. 

The influence of the receiver spacing is more diffi­
cult to assess because there exists no "true" dispersion 
curve with which to compare the results. Based upon se­
lected records (those from tests started 207 minutes after 
water was added), values of d2/d 1 equal to or greater than 
2.0 appear to yield improved results. These results agree 
well with those of an analytical study by Stl.nchez­
Salinero (1987) which found that d2/d1 ratios greater than 
two provided better results. 

Comparisons of laboratory and in situ values of shear 
wave velocity of the concrete revealed a problem con­
cerning the manner in which the laboratory specimens 
were cast and a limitation of the resonant column test 
method. Initial values of shear wave velocity were differ­
ent because the laboratory specimens were not cast (and 
rodded) until well after the slab had been placed and fin­
ished. It is likely that the disturbance associated with 
casting the specimen delayed the increase in the shear 
wave velocity with time. The second problem caused in­
accurate values of shear wave velocity to be measured in 
the resonant column cell because the assumption of a 
fixed-free system was violated. The ratio of the stiffness 
of the base pedestal to that of the concrete specimen ef­
fectively increased the length of the specimen and re-



suited in values of shear wave velocity which were erro­
neously low. 

Compression wave velocities were determined di­
rectly to accompany each series of surface wave tests. 
Values of shear wave velocity and compression wave ve­
locity were then used to calculate Poisson's ratio. There­
sulting values of Poisson's ratio ranged from 0.40 during 
the early stages of curing to 0.25 when the concrete had 
more fully cured These values agree very well with val­
ues that are typically assumed for concrete. 

Shear wave velocities were compared with values of 
penetration resistance to evaluate if shear wave velocity 
might be used in a manner similar to penetration resis­
tance to measure the set of concrete. Both shear wave 
velocity and penetration resistance exhibit the same rate 
of increase with time which indicates that seismic mea­
surements may have the potential to be used as test meth­
ods to assess the curing of concrete. Additional studies 
are needed on this topic. 

Finally, Young's moduli calculated using the results 
of seismic tests were compared with moduli determined 
using cylinder tests. The seismic moduli were found to 
be 6 percent greater than the cylinder moduli for testing 
performed one day after the slab was cast and 14 percent 
greater for tests performed three days after the slab was 
cast. Seismic moduli are initial tangent moduli measured 
at strains less than 0.01 x 1{}-3 in./in. In contrast, moduli 
from cylinder tests are secant moduli measured at strain 
between 0.38 x 1{}-3 and 0.54 x 1{}-3 in./in. The differ­
ence in the moduli from the two test methods is most 
likely due to the differences in the strain levels used in 
the two tests. However, the difference in moduli is sur­
prisingly small and demonstrates the nearly linear behav­
ior of concrete in these strain ranges. 
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Fig 7.27. Stress-strain curves for Young's moduli tests 
performed 28 days after casting of the slab. 



CHAPTER 8. CONCLUSIONS AND 
REC01\1l\IENDATIONS 

8.1 SUMMARY 
Engineering seismic methods are used to assess the 

properties of geotechnical materials at small strain levels 
(less than 0.()01 percent). At small strain levels, soils and 
pavement materials behave as linear, elastic materials. 
The property which is most often determined using seis· 
mic methods is the propagation velocity of either com­
pression or shear waves. These propagation velocities 
may be used to calculate small-strain values of con­
strained and shear moduli using relationships from the 
theory of elasticity (Eqs 1.1 and 1.2). Propagation ve­
locities and small-strain moduli are used directly in the 
analyses of dynamically-loaded foundations or in site am­
plification studies. Frequently, however, propagation ve­
locities and small-strain moduli are used to infer other 
material parameters such as density or effective stress 
state using relationships like those in Eqs 1.3 and 1.4 
(e.g., Stokoe et al, 1988). 

The seismic methods described in this report are in 
situ methods. In situ testing eliminates (or significantly 
reduces) sampling disturbance and permits tests to be 
conducted at the in situ stress state. Furthermore, the 
strain levels associated with in situ seismic methods more 
closely approximate the strain levels encountered in the 
field under working loads than do the strain levels associ­
ated with other in situ methods such as the cone pen­
etrometer. It is also usually possible to sample more rep­
resentative volumes of soil using in situ seismic methods 
than with other in situ methods. 

In situ seismic methods can generally be divided into 
two categories: (1) those which use body waves (shear 
and compression) waves and (2) those which use surface 
waves. The most commonly used body wave methods 
are the refraction method and the crosshole method. The 
refraction method suffers from a significant limitation in 
that it cannot be used at sites which contain a low veloc­
ity layer under a high velocity layer. The method will 
provide erroneous results in this case. This limitation ef­
fectively eliminates the refraction method for use on 
pavement structures and for many important soil investi­
gations (e.g., liquefaction potential studies). The 
crosshole method is a fundamentally sound technique 
which provides reliable results in nearly all situations. At 
some sites, however, the need for boreholes may make 
the crosshole method impractical or expensive to use. 

Methods based upon surface waves offer several ad­
vantages with respect to body wave methods. Surface 
waves are the predominant type of wave generated by a 
source on the surface, and surface waves attenuate less 
compared with body waves. These two important points 
along with the fact that no boreholes are needed combine 
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to make surface wave methods an attractive alternative to 
body wave methods. Furthermore, surface wave meth­
ods, unlike refraction methods, permit low velocity layers 
to be accurately measured. 

The Spectral-Analysis-of-Surface-Waves (SASW) 
method is one surface wave method which offers a great 
deal of promise. The method is based upon the disper­
sive property of surface waves in a layered half space. 
The SASW method improves upon its predecessor, the 
steady-state Rayleigh wave method, in two areas: (1) 
the use of spectral analysis techniques allows information 
to be gathered at many more frequencies in less time, and 
(2) theoretically-based inversion of surface wave disper­
sion data permits more accurate shear wave velocity pro­
flies to be determined. 

The subject of this report is an experimental study of 
factors which affect the results obtained with the SASW 
method. The experimental work described herein was 
performed at the Hornsby Bend test site. The Hornsby 
Bend site has been the location of numerous other in situ 
seismic tests in addition to standard geotechnical tests 
which provided independent data for this study. A sum­
mary of the study is presented in the following sections. 

8.2 ALTERNATIVE SOURCES AND 
INPUT MOTIONS 

Transient input motion resulting from impact-type 
sources such as hammers or dropped weights bas been 
used almost exclusively in SASW testing for the past 
several years. At most sites, transient input motion pro­
vides very good results (i.e., easily interpretable, low 
noise measurements), but at several sites transient motion 
bas failed to provide acceptable results. These unaccept­
able results are due in large part to a lack of control over 
the frequencies which are input to the ground when using 
impact sources. The frequencies which are generated are 
a function of the weight of the source, the contact area, 
the velocity of impact, and the characteristics of the 
ground surface itself. Since trial and error testing of vari­
ous sources is usually necessary to find the one which 
generates the proper frequencies, the time required to per­
form a surface wave test often increases significantly. 

Random and sinusoidal input motions were evaluated 
as alternatives to transient motion to investigate if either 
could provide more predictable results. Both random and 
sinusoidal motions were implemented using 
electromechanical vibrators with 50- or 250-lb (223-N or 
1.12-kN) capacities. Transient, random, and sinusoidal 
motions were compared using four criteria: (1) peak 
value of the time record, (2) total power contained in the 
signal, (3) the auto power spectrum of each signal, and 



(4) the peak-to-rms ratio of each type of signal. The auto 
power spectra were found to provide the most meaningful 
comparison. Sinusoidal motion contained the highest 
level of power because of the ability to concentrate 
power at individual frequencies during the measurement. 

The three types of input motion were also compared 
in actual use using field measurements of phase and co­
herence spectra and dispersion curves at the Hornsby 
Bend test site. Although all three type of motion resulted 
in good quality data at this site, there were modest im­
provements in the data obtained using random and sinu­
soidal motions. Sinusoidal motion appears to have the 
most potential to improve the quality of the data at sites 
where transient motion does not work well. 

An idling bulldozer has been used as a source of sur­
face waves recently at a number of sites. The motion 
from the bulldozer approximates random input motion. 
At one site where the bulldozer has been used, the in­
crease in the quality of the data with respect to conven­
tional impact sources made the difference between ac­
ceptable and unacceptable results. Another field 
investigation provided the rare opportunity to use a 32-
ton (285-kN) dynamic compaction weight as a source of 
surface waves. The weight successfully generated sur­
face waves with frequencies as low as 800 mHz and 
wavelengths as long as 4,000 ft (1.2 km). 

A comparison of phase spectra resulting from a theo­
retical solution which includes only fundamental-mode, 
plane surface waves and a solution which includes all 
wave types indicates that many of the phenomena which 
are often observed in experimental phase spectra such as 
"curved lines" and "phase reversals" can be atbibuted to 
wave types other than fundamental-mode surface waves. 

Finally, it has been suggested that the phase differ­
ence between the force applied at the source and the fm;t 
receiver (the transfer function) can be used instead of the 
phase difference between receivers (the cross power spec­
trum) to calculate surface wave dispersion. There are 
three problems which complicate the use of the transfer 
function instead of the cross power spectrum in practice: 
(1) the force applied at the source is extremely difficult to 
measure accurately whether an instrumented hammer is 
used or whether the source is an electromechanical vibra­
tor, (2) nonlinear soil or pavement behavior may exist in 
the vicinity of the source, and (3) use of the transfer func­
tion requires a more sophisticated inversion algorithm 
than is presently used in the SASW method. 

8.3 COMPARISON OF EXPERIMENTAL 
AND THEORETICAL WAVE MOTIONS 

Two assumptions which are important in the SASW 
method in its current form are (1) the effects of body 
waves on the experimental dispersion curve are not taken 
into account, and (2) the experimental dispersion curve is 
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assumed to be comprised only of fundamental-mode sur­
face wave motion. To investigate the validity of these as­
sumptions, particle motions were measured at various 
depths within a borehole and used to calculate the rela­
tive conbibution of the first several modes of surface 
wave propagation. The objective was to determine what 
portion of the total motion was atbibutable to surface 
wave motion. As a preliminary step in these calculations, 
free- field particle motions were compared with particle 
motions in a cased and grouted borehole to investigate 
the influence of the casing and grout on the measured 
particle motions. This comparison was performed to as­
sure that the measured particle motions in a cased bore­
hole, which were used to determine the relative conbibu­
tion of each surface wave mode, were not adversely 
affected by the presence of the casing and grout. The ac­
curacy of measured particle motions in a cased borehole 
also bas important implications when the motions are 
used to estimate material damping with the crosshole 
method. A comparison of the measured particle displace­
ments and the theoretical displacements calculated using 
a Green's function solution for a layered half space was 
also conducted. 

Vertical and radial free-field particle motions agreed 
with those in the cased and grouted borehole within ap­
proximately 10 percent for measurements made at depths 
of 6 and 12 ft (1.83 and 3.66 m) for frequencies between 
10 and 100 Hz. The agreement is considered quite good 
for this type of measurement. Experimental and theoreti­
cal particle displacements did not agree very well prob­
ably due to uncertainties in the output level of the elec­
tromechanical vibrator used to generate seismic waves in 
the field. When the particle motions were normalized 
with respect to the vertical motion at the surface, the 
comparison ~tween experimental and theoretical particle 
displacements was much more favorable in most cases. 
Several factors probably conbibuted to the observed dif­
ferences between the experimental and theoretical mo­
tions including (1) errors in the experimental measure­
ments, (2) errors caused by the inability of the simple 
"layer cake" model used to calculate the theoretical solu­
tion to model the actual site conditions accurately, and (3) 
errors in the parameters (i.e., shear wave velocity and 
thickness of each layer) of the simple model. 

There was significant variability in the results of the 
calculations to determine the relative conbibution of the 
first several modes of surface wave propagation. The 
variability was likely caused by two factors: (1) discrep­
ancies between the experimental and theoretical displace­
ments described in the previous paragraph, and (2) the 
poorly conditioned system of equations used to calculate 
the mode conbibution values amplified small errors in 
the experimental data. When theoretical solutions were 
used to determine the conbibution of each mode, it was 
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found that fundamental-mode surface waves comprised 
between 72 and 86 percent of the total motion. 

8.4 INFLUENCE OF SOURCE·RECEIVER 
SPACING AND RELATIVE LAYER 
STIFFNESS ON SURFACE WAVE 
RESULTS 

Two factors which can influence the results of sur­
face wave tests because of their effect on measured dis­
persion curves are (1) the relative spacing of the source 
and receivers used to perform the test, and (2) the relative 
stiffness of adjacent layers within the profile. These two 
factors were experimentally investigated using a concrete 
test slab at the Hornsby Bend test site. Surface wave 
measurements were made throughout the time the fresh 
concrete was curing so that the ratio of the stiffness of the 
concrete to the underlying soil was changing. In this 
manner, the influence of the relative stiffness of the con­
crete and soil on measured dispersion curves could be de­
termined. Six different source-receiver combinations 
were also used to examine the effect of various ratios of 
distances between the source and receivers on surface 
wave dispersion. Finally, surface wave test results were 
compared with several other test methods including com­
pression wave measurements, resonant column tests, 
compressive strength tests, and penetration resistance 
tests. 

The influence of the relative stiffness of the concrete 
and the underlying soil was most apparent for wave­
lengths between 0.7 and 1.8 times the thickness of the 
concrete slab (10 in. (25.4 em)). Dispersion data for 
wavelengths in this range exhibited the fluctuations that 
are typically caused by reflections of body and surface 
waves from the concrete-soil interface and have been ob­
served in other experimental and theoretical studies. For 
wavelengths shorter than 0.7 times the thickness of the 
slab, the surface wave phase velocities usually fell within 
a narrow band. For these short wavelengths, the thick­
ness of the slab is large enough with respect to the wave­
length that the wave is not yet influenced by the underly­
ing soil. 

The effect of various source-receiver combinations 
on dispersion data was more difficult to assess. Based 
upon selected records, source-receiver spacings with val­
ues of d2/d1 greater than two appeared to yield dispersion 
curves which were less affected by body waves and re­
flections within the profile. 

Independently measured values of compression wave 
velocities in the curing concrete were used along with 
shear wave velocity values from surface wave testing to 
calculate values of Poisson's ratio for the concrete. 
Values of Poisson's ratio varied from 0.40 when the 
concrete was still relatively new (242 minutes after the 
addition of water at the batch plant) to consistent values 

of approximately 0.25 once the concrete had more fully 
cured. These values agree very well with values which 
are typically assumed for concrete. 

Penetration resistance tests are used to determine the 
times to initial and final set of fresh concrete. Measured 
values of shear wave velocity and penetration resistance 
values showed similar rates of increase during the period 
of time in which the concrete was curing. The promising 
results indicated that shear wave velocity may possibly 
be used as a means of determining the times of initial and 
fmal set of fresh concrete. 

Young's moduli calculated using the results of com­
pression tests on concrete cylinders were compared to 
moduli determined by in situ seismic tests. The seismic 
moduli were found to be 6 percent greater than the cylin­
der moduli for tests performed one day after the slab had 
been cast and 14 percent greater for tests performed four 
days after casting. Seismic moduli are generally mea­
sured at strains less than 0.01 x lQ-3 inlin. whereas the 
cylinder moduli were measured at strains ranging from 
0.38 x lQ-3 to 0.54 x lQ-3 in./in. 

Finally, a comparison of shear wave velocities mea­
sured in situ and those measured in the laboratory using 
the resonant column test was inconclusive because of dif­
ficulties encountered when using the resonant colwnn de­
vice to determine the shear wave velocity of very stiff 
materials. 

8.5 RECOMMENDATIONS FOR FUTURE 
RESEARCH 

There are several areas where the author believes 
that important research remains to be done on the devel­
opment of surface wave testing for engineering purposes. 
These areas are briefly described in the following para­
graphs. 

One area where more work is needed is in 
experimental investigations of surface wave methods 
under carefully controlled conditions. The work 
described in this report was an initial attempt at this type 
of study. Although the test site chosen for many of the 
tests described herein had been thoroughly investigated in 
the past, it was, nonetheless, a very complex site 
comprised of many different layers. It would be 
desirable to (1} use a much simpler site consisting of a 
very few layers, (2) construct a full-size test facility using 
engineered fills, or (3) construct a model facility which 
can be easily changed to represent different types of 
profiles. The third option is similar to the use of 
calibration chambers which have been so successful in 
studying in situ devices such as the cone penetrometer, 
flat plate dilatometer, and pressuremeter. A preliminary 
study of the third option by the author revealed that 
urethane elastomers are an ideal material to use in the 
construction of such a model facility. 



Alternative sources and input motions should be used 
at as many sites as possible to learn more about how they 
can be used to improve surface wave test results. The 
acquisition of a truck-mounted, hydraulically-operated 
source such as those used in geophysical exploration by 
Tbe University of Texas will be a major step in this 
direction. 

More sophisticated inversion algorithms should be 
developed which not only automate the inversion process, 
but also model the subsurface more accurately and take 
the effects of other types. of waves into account. 
Although the geophysical literature contains a great deal 
of information about algorithms of this type, a challenge 
to engineers will be to develop or implement techniques 
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which are appropriate for use in engineering seismic 
investigations. 

Finally, the part of surface wave testing which may 
prove the most difficult to automate is the interpretation 
of phase spectra (i.e., the process of converting from 
wrapped phase to unwrapped phase). The coherence 
function and auto power spectra will probably play im­
portant roles in developing rules for use in expert system 
shells or other means of automating the interpretation. 
Hopefully, the information summarized in Appendix A 
will provide a ftrst step to understanding the influence of 
noise on the relationship between phase spectra, coher­
ence functions, and auto power spectra. A great deal 
more work is needed in this area. 
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A .1 Introduction 

Interpreting the phase of dle cross power spectrum to detennine the total 
ctifference in phase between the receivers (i.e. unwrapping the phase as ctiscussed in 
Section 3,.4.2) can be difficult in many instances. The operator usually relies upon 
the coherence function. the auto power spectra. comparisons with other phase 
spectra measured at the site, and his/her a priori knowledge of the site to aid in the 
interpretation. 

There are many factors which adversely influence the measured phase 
spectrum including the failure of the source to generate sufficient wave energy over 
a broad range of frequencies, reflections from interfaces and boundaries within the 
profile, and measurement noise. The intent of this appendix is to examine the 
influence of one of these factors. measurement noise. on phase spectra and 
coherence functions. The purpose of doing so is to understand better the influence 
of noise so that the phase spectra and coherence functions can be interpreted more 
intelligently. 

In the following sections, simple relationships which express the influence 
of noise on phase spectra and coherence functions are presented. The effect of 
uncorrelated and correlated noise on idealized measurements of phase spectra and 
coherence functions is discussed to illustrate these simple relationships and to 
provide several examples of the effect of noise on phase and coherence. 

A .l Effect of Noise on Phase and Coherence: Simple 
Relationships 

The model of the SASW method used to study the effect of noise on phase and 
coherence is shown in Fia. Al. In this model. H1(0 and ~(f) are linear systems 
and represent the soil prorue or pavement system in the SASW method. These two 
linear systems are closely related; the differences result from the different rates of 
attenuation (gain) or propaaation ctistance (phase) for different receiver spacings in 
SASW testing. The source in SASW testing is represented by x(t). The true 
outputs at the receivers are represented by v 

1
(t) and v2(t). At each receiver. an 



m(t) 

x(t) 

Fig. Al Model of Linear System Including Additive Noise 

additive noise tenn is combined with the true signal which results in the measured 
outputs, y1(t) and y2(t). The noise at each receiver is represented by m(t) and n(t) as 

shown in the figure. It is imponant to note that m(t) and n(t) do not represent noise 

which has passed through the linear systems; that is, m(t) and n(t) are not caused by 
extraneous seismic waves propagating through the soil or pavement. The tenns 
represent air-borne noise which has been measured by the receivers or electrical 
noise present in the receivers and cables. 

Define the ratio or noise to signal at each receiver by the following 

expressions: 

0 mm(f) 
a(f) • 0 d) , and 

vlvl 
(A.l) 

(A.2) 
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where 

Gmm(f) =the auto power spectrum of the noise at the first receiver, 
Gnn(f) =the auto power spectrUm of the noise at the second receiver, 
Gvlvl(f) =the auto power spectrUm of the trUe signal at the first receiver. 

and 
Ov2v2(f) =the auto power spectrUm of the trUe signal at the second receiver. 

Furthermore, assume that the true coherence function, 'Yvtv/• is equal to one. 
Consider the case of correlated noise defined by the following expression: 

(A.3) 

Note that the noise terms are correlated only with one another; the noise 
terms are not correlated with the signal terms, v 1 (t) and v2(t). The measured 

coherence function, 'Yyly/• is given by the following expression: 

2 1 • 'Y 2 • a(f) • ~(f) 
'Y _ mn (A.4) 
Y1Y2 - [1 + a(f)J • (I+ ~(f)] 

The expression for uncorrelated noise is a special case of Eq. A.4 with 'Ymn 2 equal to 
zero. The change in the phase of the cross power spectrUm, &9 Y2Y 1, is given by: 

49 = sin.1[ ly I• a(f)0·5 • ~(f)0·5] (A.S) y2yl mn 

Notice that the change in the phase of the cross power spectrUm is equal to zero if 

the noise terms are uncorrelated (i.e. 'Ymn 2 • 0). Equation A.S represents the 
maximum change in phase and was developed using the assumption of Talbot 
(1975) which concerns the relationship between the cross power spectrUm of the 

noise, Omn, and the cross power spectrUm of the trUe signals, Ovlv2· 
Finally, it is possible to include the effects of random errors (~ opposed to 

the bias errors represented by Eqs. A.4 and A.S) on phase ·and coherence. The 

normalized random error (also called coefficient of variation) of the coherence 

function, E('Yyty2 2), is given by the expression: 



where 

{2(1 • y 2) 
E(Y. 2) S y tv2 

yty2 tY. ,_ rn 
yly2 "'V .. d 

'Yyly2 
2 =the measured coherence function, and 

nd =the number of ensemble averages. 

(A.6) 

The standard deviation of the phase of the cross power spectrum is expressed by: 

(1 • Y. 2)0.5 
s.d.(9 ) s sin.1[ vh2 ] 

y2yl ly 1- rr;:;-
yJy2 -v-·d 

(A.7) 

Equations A.4 through A.7 can be used to calculate the measured phase and 
coherence for those situations where it is desired to include the effects of noise and 
random errors on a measurement. In·depth discussions of the influence of noise on 
spectral functions are included in Talbot (1975), Piersol (1978), and Bendat and 
Piersol (1980). 

A.3 Effect of Noise on Phase and Coherence: Idealized 
Measurements 

Phase and coherence measurements were made on an idealized linear system 
to provide several examples of the influence of noise on actual measurements. To 
isolate the effect of noise on phase spectra and coherence functions, idealized 
measurements were made using a linear system simulator (Hewlett Packard Model 
05423-60002). This simulator is a small device which imitates a mechanical linear 
system. As such, the device creates a phase difference between the input and output 
to the device which can be used to study the influence of noise. 

The noise-free phase spectrum and coherence function of the linear system 
simulator are shown in Fig. A2. These spectta were generated using 2-volt random 
input motion. To study the influence of noise on these spectral functions, three 
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Noise-Free Phase Spectrum and Coherence Function of the Linear 
System Simulator 

quantities were varied: (1) uncorrelated vs. correlated noise, (2) ratio of noise to 
signal, and (3) number of averages. 

The influence of uncorrelated noise on the specua is shown in Fig. A3. 
These spectra were generated using 20-millivolt noise signals and 10 averages. 
Increasing the number o(averages from 10 to 100 dramatically reduces the 
variability in the phase spectrum and coherence function as shown in Fig. A4. The 
effect of increasing the noise-to-signal ratio is illustrated in Fig. AS. For this record 
the noise level was increased to 200 millivolts and 10 averages were used. In 

addition to added variability, the coherence function has decreased significantly over 
much of the record. The results obtained using 100 averages are shown in Fig. A6. 
With the exception of the central ponion of the phase record (900 to 1300Hz), 
increasing the number of averages does not improve the records to the extent that the 
reconis become usable for this higher noise level. 

Similar comparisons are now performed for correlated noise. Because of the 
manner in which the correlated noise was introduced to the system in the 
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Fig. AS 

Fig. A6 
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experimental anangement. it is not possible to specify the noise level used in each 
measurement. The noise-to-signal ratio was varied by changing the input signal 
level rather than the noise JeveJ. Phase and coherence specU"a arc shown in Fig. A 7 
for a "low" noise-to-signal ratio. The effect .of increasing the number of averages 
from 10 to 100 is illusU"ated in Fig. AS. For this low noise level. increasing the 
number of averages significantly reduces the variability in the phase and coherence 
spectra. Increasing the noise-to-signal ratio (by decreasing the signal amplitude in 
this case) introduces large variations into the phase and coherence specU"a and 
greatly reduces the value of the coherence function in the range of frequencies from 
750 to 1500 Hz. This is demonstrated in Fig. A9 Spectra which result after 
increasing the number of averages to 100 are shown in Fig. AlO. Unlike 
uncorrelated noise. increasing the number of averages significantly reduces the 
variability in the phase record. 

A.4 Summary 

An understanding of the effect of noise on phase and coherence spectra can 
be helpful when interpreting the phase of the cross power spectrUm to calculate a 
dispersion curve. In this appendix. simple relationships which express the influence 
of noise-to-signal ratios. noise correlation. and number of averages on phase and 
coherence have been presented. These relationships can by used to generate 
synthetic: phase and coherence records to illustrate the effect of each of these factors. 

Measurements were perfonned using an idealized linear system to 
demonsU"ate these effects on actual measured data. The noise-to-signal ratio and 
number of averages exened the largest influence on phase and coherence records. 
The differences between correlated and uncorrelated noise are too small to be 
apparent in the presence of these other factOrS. 
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Appendix B 
Tabulated Dispersion Curve 

The dispersion curve presented in this appendix is an abbreviated version of 
the complete composite dispersion curve. When the dispersion data from several 
receiver spacings are combined to fonn the composite dispersion curve for a site, the 
total number of points is often very high. It can be difficult to manipulate files 
containing such a large number of data points. To make the comp<)site dispersion 
curve more manageable in size, the number of points is reduced. The objective is to 
select a reduced number of points which still are representative of the complete 
dispersion curve and to prevent infonnation from being "lost" when fewer points are 
used. 

A simple algorithm is used to select the desired number of points from the 
complete dispersion curve such that the resulting data points are approximately 
evenly distributed between the minimum and maximum wavelengths contained in 
the complete dispersion curve. All of the original points within one of these 
wavelength increments are averaged together to calculate one points which is 
representative of that increment. Other methods of selecting a reduce number of data 
points are. of course. possible. 

The dispersion curve presented in this appendix contains 371 points which 
were selected from a complete dispersion curve containing 7796 points. 
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PlttJ.se Plwt 
Frequency Vtlociry Wtlvtltngrh Frtqwney Vtlociry WQvt/tngth 

Hz fllstc /1 Hz /IIStC /I 

1.32.5 704.22 .531.36 1.87.5 498 . .56 266.01 
1.337 678.30 .507.42 1.880 478.88 . 2.54.86 
1.3.50 647.47 479 . .54 1.887 490.36 2.59.78 
1.362 632.06 464.12 1.900 471.34 247.97 
1.37.5 624.18 4S3.9S 1.912 4SS.26 238.13 
1.387 619 . .59 446.74 1.920 4.59.86 239.44 
1.400 61.5.98 439.8.5 1.92.5 44.5.10 231.24 
1.412 620.90 439.8.5 1.938 44.5.42 229.93 
1.42.5 630.74 442.80 1.9.50 448.0.5 229.60 
1.437 6.52.06 4S3.9S 1.962 448.70 228.62 
1.4.50 672.07 463.46 1.97.5 463.14 234 . .52 
1.462 67.5.68 462.1.5 1.980 428.37 216.48 
1.47.5 674.04 4.56.90 1.987 468.06 23.5.5() 
1.487 6.50.42 437.22 2.000 4.50.02 22.5.01 
1 . .500 629.76 419.84 2.012 449.36 223.37 
1..512 60.5.82 400.49 2.020 424.76 210.2.5 
1..52.5 .590.40 387.04 2.02.5 43S.S8 21.5.17 
1..537 S80.S6 377.86 2.038 423.4.5 207.62 
1.SSO .582 . .53 31S.S6 2.0.51 413.94 202.0.5 
1 . .562 .587.12 37.5.89 2.060 423.4.5 20.5.66 
l.S1S .58.5.48 371.62 2.062 410.33 199.10 
1 . .587 .582 . .53 367.03 2.074 409.34 197.46 
1.600 .566.78 3.54.24 2.080 421.81 202.70 
1.612 SS4.6S 344.07 2.087 410.00 196.47 
1.62.5 S41.S3 333.2.5 2.101 411.64 196.14 
1.637 .532.34 32S.OS 2.112 409.02 193.8.5 
1.6.50 S2S.18 318.49 2.124 408.36 192.21 
1.662 .517.26 . 311.27 2.136 407.0.5 190 . .57 
1.67.5 496.26 296.18 2.140 402.46 187.94 
1.687 477 . .57 283.06 2.1.50 40.5.08 188.27 
1.700 463.14 272.24 2.1.59 394 . .58 182.70 
1.712 464.78 271 . .58 2.162 399 . .50 184.66 
1.72.5 47.5.27 21S.S2 2.176 392.29 180.40 
1.737 .501..51 288.64 2.187 383.10 17.5.1.5 
1.7.50 493.97 282.41 2.200 377.20 171..54 
1.762 479.86 272.24 2.211 366.0.5 16.5.64 
1.77.5 4.59.86 2.59.12 2.220 377 . .53 170.23 
1.787 432.63 242.06 2.224 364.08 163.67 
1.800 411.64 228.94 2.237 367.36 164.33 
1.812 409.67 226.32 2.240 360.80 161.0.5 
1.820 509.06 279.78 2.249 374.2.5 166.30 
1.82.5 421.1.5 230.91 2.261 369.66 163.34 
1.837 444.11 241.74 2.274 387.70 170 . .56 
1.840 .504.46 274.21 2.280 3.59.82 1.57.77 
1.8.50 470.3.5 2.54.20 2.287 392.94 171.87 
1.862 492.00 264.37 2.300 378 . .51 164.66 



Pho.rt Plwe 
Frtqwney Vtlocity M'avtltngth Frt~N:Y Vtlocity Wavtltngth 

Hz ftlstc /t H: fttstc /t 

2.312 399.83 172.86 2.824 325.05 115.13 
2.323 378.18 162.69 2.838 326.03' 114.80 
2.338 371.95 159.08 2.846 324.06 113.82 
2.350 380.48 162.03 2.861 323.74 113.16 
2.360 364.08 154.16 2.876 324.06 112.83 
2.375 378.84 159.41 2.886 322.75 111.85 
2.380 345.06 144.98 2.899 320.78 110.86 
2.387 383.43 160.72 2.911 316.52 108.57 
2.400 365.72 152.52 2.924 317.50 108.57 
2.411 392.94 163.02 2.937 312.91 106.60 
2.422 369.00 152.52 2.945 315.86 107.26 
2.438 369.33 151.54 2.962 314.55 106.27 
2.449 396.22 161.70 2.974 309.96 104.30 
2.461 365.06 148.26 2.984 313.24 104.96 
2.477 356.21 143.66 3.000 312.91 104.30 
2.487 345.71 139.07 3.012 308.98 102.66 
2.500 339.48 135.79 3.024 312.26 103.32 
2.512 329.31 131.20 3.038 310.94 102.34 
2.523 337.18 133.82 3.055 309.96 101.35 
2.538 331.28 130.54 3.062 306.02 100.04 
2.540 342.10 134.81 3.081 306.68 99.38 
2.549 340.46 133.50 3.100 306.68 99.06 
2.561 340.14 132.84 3.112 304.06 97.74 
2.575 339.81 131.86 3.123 306.35 98.07 
2.579 337.18 130.54 3.138 306.68 97.74 
2.588 338.17 130.54 3.154 306.68 97.09 
2.601 336.20 129.23 3.168 306.02 96.43 
2.612 333.90 127.92 3.184 306.02 96.10 
2.622 333.90 127.26 3.200 304.38 95.12 
2.637 328.66 124.64 3.216 302.74 94.14 
2.640 339.48 128.58 3.231 299.46 92.82 
2.649 327.34 123.66 3.246 298.15 91.84 
2.662 331.28 124.64 3.261 296.51 90.86 
2.678 331.28 123.66 3.277 295.20 90.20 
2.687 328.98 122.34 3.296 294.22 89.22 
2.700 331.61 122.67 3.312 293.23 88.56 
2.711 332.26 122.34 3.322 293.89 88.56 
2.721 329.31 121.03 3.342 293.56 87.90 
2.125 332.26 122.02 3.361 293.23 87.25 
2.738 329.64 120.38 3.377 292.58 86.59 
2.749 329.97 120.05 3.396 290.61 85.61 
2.761 326.36 118.08 3.414 286.34 83.97 
2.776 323.41 116.44 3.432 284.38 82.98 
2.787 322.42 115.78 3.446 290.94 84.30 
2.801 323.08 115.46 3.462 288.64 83.31 
2.811 325.70 115.78 3.481 296.18 84.95 
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Pha.u Pha.st 
Frequency Vtlocit:y Vlavele11gth Frequency Vtlocit:y Vlavtltngth 

Hz /tlstc ft Hz frtstc ft 

3.501 293.89 83.97 4.612 271.91 59.04 
3.519 298.15 84.62 4.647 269.29 58.06 
3.537 292.25 82.66 4.677 271.26 58.06 
3.558 290.94 81.67 4.713 269.62 57.07 
3.577 292.58 81.67 4.747 268.30 56.42 
3.595 289.95 80.69 4.776 270.93 56.74 
3.615 291.92 80.69 4.812 268.30 55.16 
3.634 289.62 79.70 . 4.849 261.65 55.10 
3.657 287.66 78.72 4.886 266.66 54.45 
3.676 287.98 78.39 4.923 . 266.66 54.12 
3.694 286.02 77.41 4.955 263.38 53.14 
3.718 285.36 76.75 4.989 264.04 52.81 
3.738 286.02 76.42 5.021 263.06 52.48 
3.756 284.38 75.77 5.068 263.06 51.82 
3.780 282.41 74.78 5.110 261.74 51.17 
3.800 282.08 74.13 5.151 260.43 50.51 
3.817 283.06 74.13 5.187 259.45 50.18 
3.842 282.74 73.47 5.224 258.79 49.53 
3.868 282.74 73.14' 5.269 258.79 49.20 
3.884 283.39 72.82 5.312 256.50 48.22 
3.907 282.74 72.49 5.350 256.17 47.89 
3.935 281:10 71.50 5.393 256.50 47.56 
3.961 279.78 70.52 5.439 254.86 46.90 
3.980 280.44 10.52 5.483 256.17 46.58 
4.003 279.46 69.86 5.531 255.18 46.25 
4.031 281.10 69.86 5.515 255.18 45.92 
4.058 278.14 68.55 5.619 253.87 45.26 
4.081 278.80 68.22 5.669 254.20 44.94 
4.101 276.18 67.24 5.719 252.56 44.28 
4.130 276.83 66.91 5.768 252.23 43.62 
4.158 273.88 65.93 5.817 250.59 42.97 
4.182 272.90 65.21 5.867 251.25 42.64 
4.210 273.22 64.94 5.920 250.92 42.31 
4.234 212.51 64.29 5.977 252.23 42.31 
4.255 270.60 63.63 6.031 253.22 41.98 
4.288 269.94 62.98 6.081 253.54 41.66 
4.317 269.94 62.65 6.138 253.54 41.33 
4.343 270.27 62.32 6.196 252.89 40.67 
4.371 271.26 61.99 6.255 252.56 40.34 
4.400 275.19 62.65 6.312 253.54 40.02 
4.431 212.51 61.66 6.374 256.17 40.34 
4.459 213.55 61.34 6.434 255.84 39.69 
4.489 272.24 60.68 6.498 256.17 39.36 
4.521 272.90 60.35 6.561 256.17 39.03 
4.551 272.24 59.10 6.622 254.86 38.38 
4.584 272.90 59.10 6.695 255.84 38.05 



Plwe Plwt 
Frtquef'IC'j Vtlociry Wavtltngth F rtquef'IC'j Vtlociry Wawltngth 

Hz ftlstc ft Hz ftlstc ft 

6.761 255.84 37.72 12.648 233.21 18.37 
6.829 256.82 37.72 12.894 232.55 18.04 
6.899 256.17 37.06 13.147 232.22 17.71 
6.968 255.51 36.74 13.412 231.90 17.38 
7.045 256.17 36.41 13.687 232.55 17.06 
7.120 254.53 35.75 13.971 232.88 16.73 
7.194 254.86 35.42 14.260 233.21 16.40 
7.272 253.22 34.77 14.577 232.88 16.07 
7.353 253.54 34.44 14.904 232.55 15.74 
7.433 251.90 33.78 15.246 232.22 15.09 
7.522 251.58 33.46 15.597 231.24 14.76 
7.610 251.90 33.13 15.933 232.22 14.43 
7.694 250.59 32.47 16.355 232.55 14.10 
7.786 250.26 32.14 16.768 232.55 13.78 
7.874 249.28 31.82 17.194 233.54 13.45 
7.971 248.62 31.16 17.661 232.55 13.12 
8.064 247.97 30.83 18.160 231.90 12.79 
8.163 247.64 30.18 18.645 232.55 12.46 
8.264 248.95 30.18 19.175 232.55 12.14 
8.370 248.95 29.85 19.745 232.22 11.81 
8.477 249.28 29.52 20.359 232.22 11.48 
8.583 248.30 28.86 20.995 231.90 11.15 
8.697 246.33 28.21 21.653 . 229.27 10.50 
8.811 246.00 27.88 22.416 225.34 10.17 
8.930 245.34 27.55 23.182 225.01 9.84 
9.049 245.34 27.22 23.998 227.63 9.51 
9.169 245.02 26.57 24.890 226.65 9.18 
9.301 244.69 26.24 25.841 224.35 8.53 
9.428 244.03 25.91 26.900 223.04 8.20 
9.560 243.38 25.58 28.000 222.71 7.87 
9.700 242.72 24.93 29.263 222.38 7.54 
9.849 241.41 24.60 30.600 224.35 7.22 
9.987 239.44 23.94 32.042 228.94 7.22 

10.154 237.80 23.29 33.689 233.86 6.89 
10.310 236.16 22.96 35.476 242.39 6.89 
10.466 235.83 22.63 37.489 247.64 6.56 
10.628 235.18 21.98 39.715 250.59 6.23 
10.797 234.19 21.65 42.161 251.58 5.90 
10.980 234.19 21.32 45.027 251.58 5.58 
11.166 235.50 20.99 48.320 247.31 5.25 
11.356 235.18 20.66 52.090 244.36 4.59 
11.551 235.50 20.34 56.256 250.92 4.59 
11.747 235.50 20.01 61.499 250.26 3.94 
11.963 235.18 19.68 68.011 246.33 3.61 
12.182 234.52 19.35 75.600 245.67 3.28 
12.415 233.86 18.70 85.685 250.26 2.95 



Phast 
Freqwency Vtlociry WaYtltngth 

Hz ft!StC ft 

96.718 253.54 2.62 
115.133 260.10 2.30 
138.311 311.27 2.30 
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Appendix C 
Geophone Calibration Curves 
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Calibration Curve for a 1-Hz Natural Frequency Geophone 
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Appendix D 
Particle Displacement Spectra 
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(a) Vertical Component, (b) Radial Component, (c) Transverse 
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Particle Displacement Spectra for Measurements at a Depth of 20 ft; 
(a) Vertical Component, (b) Radial Component, (c) Transverse 
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Appendix E 
Spectral Functions Measured During Surface Wave Tests 

on Curing Concrete 
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